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1. Vectors 

 

Example 1.1. Given A=(2,-1) and B=(5,2), find vector 𝐴𝐵⃗⃗⃗⃗  ⃗ and draw this vector in standard 

position. 

Solution: 

𝐴𝐵⃗⃗⃗⃗  ⃗ = 𝑏 − 𝑎 = (5,2) − (2,−1) = (3,3) 

Example 1.2. 

a) 𝑢⃗ + 𝑣 = (−1,−2,3) + (−2,−1,1) = (−3,−3, 4) 

b)  = 3(−1,−2,3) − 5(−2,−1,1) 

             = (−3,−6,9) + (10,5, −5) = (7,−1,4) 

Example 1.3 Solve for vector 𝑥  in terms of vectors 𝑎  and 𝑏⃗ : 

𝑏⃗ + 3( 𝑥 − 4𝑎 ) = 5 (𝑥 + 𝑎 ) − (𝑎 − 𝑏⃗ )      

Solution: 

𝑏⃗ + 3( 𝑥 − 4𝑎 ) = 5 (𝑥 + 𝑎 ) − (𝑎 − 𝑏⃗ )      

𝑏⃗ + 3𝑥 − 12𝑎 = 5𝑥 + 5𝑎 − 𝑎 + 𝑏⃗       

3𝑥 − 5𝑥 = 4𝑎 + 𝑏⃗ − 𝑏⃗ +  12𝑎   

−2𝑥 = 16𝑎   

𝑥 = −8𝑎   
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1.5 Homework on Chapter 1 

 

1.  Solve for the vector 𝑥  in terms of the vectors 𝑎  𝑎𝑛𝑑  𝑏⃗  

a) 𝑥 − 3𝑎 − 3b⃗ = 6(𝑥 − 5𝑏⃗ ) 

x⃗ − 3a⃗ − 3b⃗ = 6x⃗ − 30b⃗  

𝑥 − 6𝑥 = −30𝑏⃗ + 3𝑎 +3b⃗  

−5𝑥 = −27𝑏⃗ + 3𝑎  

𝑥 =
27

5
𝑏⃗ −

3

5
𝑎  

 

b) 𝑥 + 3𝑎 − 3𝑏⃗ = 4(𝑥 + 𝑎 + 𝑏⃗ ) 

x⃗ + 3a⃗ − 3b⃗ = 4x⃗ + 4a⃗ + 4b⃗  

𝑥 − 4𝑥 = 4𝑎 − 3𝑎 + 4𝑏⃗ + 3𝑏⃗  

−3x⃗ = a⃗ + 7b⃗  

x⃗ = −
1

3
a⃗ −

7b⃗ 

3
 

 

2.     a)  −𝑣 + 3𝑤⃗⃗ = = −(−2,−1,1) + 3(5, −1,−2) 

              = (2,1, −1) + (15, −3,−6) = (17,−2,−7) 

        b) 3𝑢⃗ − 𝑣 + 2𝑤⃗⃗ = 3(−1,−2,3) − (−2,−1,1) + 2(5,−1, −2) 

             = (−3,−6,9) + (2,1, −1) + (10,−2,−4) 

             = (9, −7,4) 
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2. Products, Distance, etc. 

 
Example 2.1. Given the following vectors:𝑢⃗ = (−1,−2,3), 𝑣 = (−2,−1,1),  find 𝑢⃗ ∙ 𝑣 . 

  𝑢⃗ ∙ 𝑣 = (−1,−2,3) ∙ (−2,−1,1) = (−1)(−2) + (−2)(−1) + (3)(1) = 2 + 2 + 3 = 7 

*** Recall, a dot product ALWAYS gives you a number or scalar answer!! Cross product always gives 

you a VECTOR answer, ie. (1,2,4) etc. 

 

Example 2.2. If 𝑢⃗ = (−1,−2,3), find its magnitude: 

Solution: ‖𝑢⃗ ‖ = √(−1)2 + (−2)2 + 32 = √1 + 4 + 9 = √14 

 

Example 2.3. Find a unit vector in the same direction as  𝑢⃗ = (1,3) 

Solution: 

‖𝑢⃗ ‖ = √12 + 32 = √10 

So, a unit vector in the same direction is 
𝑢⃗⃗ 

‖𝑢‖⃗⃗ ⃗⃗ ⃗⃗  ⃗
=
(1,3)

√10
= (

1

√10
,
3

√10
) 

 

Example 2.4. Find all the value of k for which the vector 𝒖⃗⃗ = (𝒌, 𝟐) has magnitude  

equal to √𝟏𝟎. 
Solution: 

√𝑘2 + 22 = √10 

   𝑘2 + 4 = 10 

   𝑘2 = 6 

   𝑘 = ±√6 
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Example 2.5. Find all values of c such that the vector (𝑐,
𝑐

3
,
𝑐

2
) 𝑖𝑠 𝑎 𝑢𝑛𝑖𝑡 𝑣𝑒𝑐𝑡𝑜𝑟. 

Solution: 

√𝑐2 + (
𝑐

3
)2 + (

𝑐

2
)2 = 1 

             𝑐2 +
𝑐2

9
+
𝑐2

4
= 1 

             
36𝑐2

36
+
4𝑐2

36
+
9𝑐2

36
= 1 

                 
49𝑐2

36
= 1  

            49𝑐2 = 36 

             𝑐2 =
36

49
 

             𝑐 = ±√
36

49
=  ±

6

7
 

 

Example 2.6. Given the following vectors: 𝑢⃗ = (−1,−2,3) 𝑎𝑛𝑑 𝑣 = (−2,−1,1),   

find the distance between them. 

Solution: 

d(𝑢⃗ , 𝑣 ) = √(−2 + 1)2 + (−1 + 2)2 + (1 − 3)2 = √1 + 1 + 4 = √6 
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Example 2.7. Given ( )1, 1, 2u = − − −  and ( )1, 3,2v = − , find the cosine of the angle between the 

two vectors. Simplify your answer. 

Solution: 

( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
2 2 2 2 2 2

cos

1, 1, 2 1, 3,2

1 1 2 1 3 2

1 3 4

1 1 4 1 9 4

2

6 14

2

84

u v

u v



=

− − −  −
=

− + − + − + − +

− + −
=

+ + + +

−
=

−
=

  

Although this value is correct, we can actually simplify it further.  

2
cos

84

2

4 21

2

2 21

1

21


−

=

−
=

= −

= −

 

Example 2.8. Find the value of k for which the vectors (14,k,k) and (4,k,15) are orthogonal. 

Solution: 

(14, 𝑘, 𝑘) ∙ (4, 𝑘, 15) = 0 

            56 + 𝑘2 + 15𝑘 = 0 

            𝑘2 + 15𝑘 + 56 = 0 

            (𝑘 + 7)(𝑘 + 8) = 0 

         𝑘 = −7, −8 
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Example 2.9. a) Determine whether the angle between 𝑢⃗ = [1,2,3, −1] and 𝑣 = [5,6,2,1] is 

acute, obtuse or a right angle. 

 

Solution: 

𝑢⃗ = [1,2,3,−1] and 𝑣 = [5,6,2,1]  

𝑢⃗ ∙  𝑣 = [1,2,3, −1] ∙ [5,6,2,1]  

= 5 + 12 + 6 − 1  

= 22 > 0  

∴ 𝜃 is acute  

 

b) Find the angle between 𝑢⃗  𝑎𝑛𝑑 𝑣  
 

Solution: 

cos 𝜃 =
𝑢⃗⃗ ∙ 𝑣⃗ 

||𝑢⃗⃗ ||||𝑣⃗ ||
  

 

||𝑢⃗ || =  √12 + 22 + 32 + (−1)2  

         =  √1 + 4 + 9 + 1   

         =  √15   

 ||𝑣 || =  √52 + 62 + 22 + 12  

          =  √25 + 36 + 4 + 1   

          =  √66   

cos 𝜃 =
22

√15√66
 

 

𝜽 = 𝒄𝒐𝒔−𝟏 (
22

√15√66
) 
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Example 2.10. Find the projection of 𝑣  onto 𝑢 ⃗⃗  ⃗where 𝑢⃗ = [
3
−1
] and 𝑣 = [

5
4
] 

Solution: 

𝑝𝑟𝑜𝑗𝑢𝑣 = (
𝑢⃗ ∙ 𝑣 

𝑢⃗ ∙ 𝑢⃗ 
) 𝑢⃗  

=(
(3,−1)∙(5,4)

(3,−1)∙(3,−1)
) (3,−1) 

=(
15−4

9+1
) (3,−1) 

= 
11

10
(3, −1) 

=(
33

10
,
−11

10
) 

 

Example 2.11. Find the area of the triangle below: 

 

1   

sin 𝜃 =
ℎ

‖𝐴𝐵⃗⃗⃗⃗  ⃗‖
 

 
ℎ = ‖𝐴𝐵⃗⃗⃗⃗  ⃗‖ sin 𝜃 
 
2   

Area = 1

2
‖𝐴𝐶⃗⃗⃗⃗  ⃗‖ℎ 

=
1

2
‖𝐴𝐶⃗⃗⃗⃗  ⃗‖‖𝐴𝐵⃗⃗⃗⃗  ⃗‖ sin 𝜃 
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𝐴𝐶⃗⃗⃗⃗  ⃗ = [5, −1] − [−4, 2] 
       = [9, −3] 
𝐴𝐵⃗⃗⃗⃗  ⃗ = [−1, 5] − [−4, 2] 
       = [3, 3] 
 
‖𝐴𝐶⃗⃗⃗⃗  ⃗‖ = √92 + (−3)2 
            = √81 + 9 
            = √90 
  
‖𝐴𝐵⃗⃗⃗⃗  ⃗‖ = √32 + 32 
            = √18 

cos 𝜃 =
(9,−3) ∙ (3, 3)

√90√18
 

 

cos 𝜃 =
27 − 9

√90√18
=

18

√9√10√18
=

18

3√10√18
 

cos 𝜃 =
6

√180
 

cos 𝜃 =
6

√9√20
 

           =
6

3√4√5
 

           =
2

2√5
 

 

cos 𝜃 =
1

√5
 

 

cos2 𝜃 =
1

5
 

 
sin2 𝜃 + cos2 𝜃 = 1 
 
∴ sin2 𝜃 = 1 − cos2 𝜃 
 

sin 𝜃 = √1 − cos2 𝜃 
sin 𝜃 = √1 − 1/5 

sin 𝜃 = √
4

5
=
2

√5
 

 
∴ Area = 1

2
‖𝐴𝐶⃗⃗⃗⃗  ⃗‖‖𝐴𝐵⃗⃗⃗⃗  ⃗‖ sin 𝜃 
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𝐴 =
1

2
√90√18 (

2

√5
) 

 

𝐴 =
1

2
√9√10 √9√2 (

2

√5
) 

 

𝐴 = 3(3)
√10 √2

√5
 

𝐴 = 9√2√2 = 9 × 4 = 36 units2  
 

Example 2.12. Find the area of the triangle between the points A(1,-2,5) B(0,-1,4) and  C(1,0,4). 

Solution: : 𝒖⃗⃗ = 𝑩 − 𝑨 = (−𝟏, 𝟏,−𝟏) 𝒂𝒏𝒅 𝒗⃗⃗ = 𝑪 − 𝑨 = (𝟎, 𝟐, −𝟏) 

METHOD 1: 𝑢⃗ ∙ 𝑣 = 0 + 2 + 1 = 3  

||𝑢⃗ || =  √(1)2 + 12 + (−1)2 = √3   

||𝑣 || =  √02 + 22 + (−1)2 = √5    

cos 𝜃 =
𝑢⃗⃗ ∙ 𝑣⃗ 

||𝑢⃗⃗ ||||𝑣⃗ ||
  

cos 𝜃 =
3

√3√5
=

3

√15
  

sin 𝜃 = √1 − cos2 𝜃  

sin 𝜃 = √1 − (
3

√15
)
2

  

= √1 −
9

15
  

= √
15

15
−

9

15
  

= √
6

15
  

𝐴 =
1

2
 ||𝑢⃗ ||||𝑣 || sin 𝜃 

𝐴 =
1

2
 √3 √5√

6

15
=
1

2

√15  √6

√15
          𝐴 =

1

2
 √6   

 

 



©Prep101              MATH 1600 Final Exam Booklet Solutions  

  13 

METHOD 2: 𝑢⃗ ∙ 𝑣 = 3 (from Method 1) 

𝑢⃗ ∙ 𝑢⃗ = (−1,1, −1) ∙ (−1,1,−1) = 1 + 1 + 1 = 3   

proj𝑢 𝑣 =
𝑢⃗⃗ ∙𝑣⃗ 

𝑢⃗⃗ ∙𝑢⃗⃗ 
 𝑢⃗   

=
3

3
(−1,1, −1)  

= (−1,1, −1)  

𝐴 =
1

2
 ||𝑢⃗ ||||𝑣 − proj𝑢 𝑣 ||   

 

𝐴 =
1

2
 √3  ||(0,2, −1) − (−1,1, −1)||   

=
1

2
 √3  ||(1,1,0)||  

=
1

2
 √3 √12 + 12 + 02  

=
1

2
 √3 √2 =

√6

2
  

 

* Cross Product is ALWAYS a Vector 

The cross product is orthogonal to both vectors 

u and 


v . 

 

Example 2.13.  Find the cross product where 𝑢⃗ = (1,2,1)and 𝑣 = (−1,−2,4).  

Solution: Write out the vectors twice, with u first if you are finding 𝑢⃗ × 𝑣  

  
1 2 1
−1 −2 4

  
1 2 1
−1 −2 4

 

       (8 − (−2), −1 − 4, −2 + 2) 

  𝑢⃗ × 𝑣 = (10,−5, 0) 
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Example 2.14. Find the cross product 𝑢⃗ × 𝑣  where 𝑢⃗ =(3,-3,-1) and 𝑣 =(-1,-1,2). 

Solution: 

     
3 −3 −1
−1 −1 2

    
3 −3 −1
−1 −1 2

 

        𝑢⃗ × 𝑣 = (−6 − 1, 1 − 6,−3 − 3) 

                     = (−7,−5,−6) 

 

Example 2.15. If 𝐴 = (4,5) 𝐵 = (6,1) and C = (10,3) determine if ∆𝐴𝐵𝐶 is a right ∆. 

Solution: If the dot product of any two vectors is 0, there is a 

right angle in the triangle. 

𝐴𝐵⃗⃗⃗⃗  ⃗ = 𝐵 − 𝐴 = (6,1) − (4,5) = (2,−4)  

𝐴𝐶⃗⃗⃗⃗  ⃗ = (6,−2)  

𝐵𝐶⃗⃗⃗⃗  ⃗ = (10,3) − (6,1) = (4,2)  

 

 𝐴𝐵⃗⃗⃗⃗  ⃗ ∙ 𝐵𝐶⃗⃗⃗⃗  ⃗ = (2, −4) ∙ (4,2)  

= 8 − 8 = 0  

∴  𝐴𝐵⃗⃗⃗⃗  ⃗  ⊥   𝐵𝐶⃗⃗⃗⃗  ⃗  

∴  ∆𝐴𝐵𝐶 is a right ∆  
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Example 2.16. For any two vectors 𝑎  and 𝑏⃗ , prove that the cross product of 𝑎  and 𝑏⃗  is 

orthogonal to 𝑏⃗ . 

Solution: (𝑎 × 𝑏⃗ )  ∙ 𝑏⃗ = 0 if  𝑎 × 𝑏⃗  is orthogonal to 𝑏⃗   

𝑎 × 𝑏⃗ = (𝑎1, 𝑎2, 𝑎3) ×  (𝑏1, 𝑏2, 𝑏3)  

 

𝑎 × 𝑏⃗ = (𝑎2𝑏3 − 𝑎3𝑏2,  𝑎3𝑏1 − 𝑎1𝑏3, 𝑎1𝑏2 − 𝑎2𝑏1)  

(𝑎 × 𝑏⃗ )  ∙ 𝑏⃗  

= (𝑎2𝑏3 − 𝑎3𝑏2,  𝑎3𝑏1 − 𝑎1𝑏3, 𝑎1𝑏2 − 𝑎2𝑏1) ∙ (𝑏1, 𝑏2, 𝑏3)  

= 𝑎2𝑏3𝑏1 − 𝑎3𝑏2𝑏1 + 𝑎3𝑏1𝑏2 − 𝑎1𝑏3𝑏2 + 𝑎1𝑏2𝑏3 − 𝑎2𝑏1𝑏3   

=0 ∴ orthogonal  

 

Example 2.17. Which of the following make sense where c is a scalar and 𝑢⃗ , 𝑣 , and 𝑤⃗⃗  in R3. 

a) ‖𝑢⃗ ∙ 𝑣 ‖ 

b) 𝑢⃗ ∙ (3𝑣 − 5𝑤⃗⃗ ) 

c) 𝑢⃗ ∙ (𝑣 ∙ 𝑤⃗⃗ ) 

d) 𝑐 ∙ (𝑢⃗ − 𝑣 ) 

Remember, you can only do cross product in R3. 

a) is undefined as once you do dot product, you get a scalar or a number and you can’t do the 

magnitude of a number, only a vector 

b) is defined since we can subtract the vectors first in the brackets and then we can dot product 

that vector with the vector 𝑢⃗  in front 

c) is undefined since once we do the brackets first, we dot product to get a scalar or a number 

and we can’t do the dot product of vector 𝑢⃗  with a scalar like 5. 

d) is undefined since we can subtract the two vectors in brackets and get another vector but then 

we can’t do the dot product of a scalar, c, and a vector. We can only do the dot product of two 

vectors.  
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2.13 Homework on Chapter 2 

1. Find the projection of the vector (0,1,6) onto the vector (4,-1,2). 

( ) ( )

( ) ( )
( )

( )

( )

0,1,6 4, 1, 2
4, 1, 2

4, 1, 2 4, 1, 2

0 1 12
4, 1, 2

16 1 4

11
4, 1, 2

21

v

u v
proj u v

v v


=



 −
= −

−  −

− +
= −

+ +

= −

 

2. Find the distance between the vectors  𝑢⃗ = (1,3,2)𝑎𝑛𝑑  𝑣 = (−1,4,5). 

𝑑 𝑢, 𝑣 = √(−1 − 1)2 + (4 − 3)2 + (5 − 2)2 

                      = √4 + 1 + 9 = √14 

 

3. Find the area of the triangle between the points P(3,-1,4) Q(1,-1,3) and  R(4,-3,2). 

Step 1   𝑢⃗ = 𝑞 − 𝑝 = (1,−1, 3) − (3,−1,4) = (−2,0, −1) 

                 𝑣 = 𝑟 − 𝑝 = (4,−3,2) − (3,−1,4) = (1,−2,−2) 

       Step 2   
−2 0 −1
1 −2 −2

    
−2 0 −1
1 −2 −2

 

              𝑢⃗ × 𝑣 = (0 − 2,−1 − 4, 4 − 0) = (−2,−5,4) 

      

 Step 3   𝐴 =
1

2
  ‖(−2,−5,4)‖ 

                         =
1

2
√(−2)2 + (−5)2 + 42 

                         =
1

2
√4 + 25 + 16 

                        =
1

2
√45 
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4. Find the area of the triangle with vertices A(3,-1,2) B(1,3,1) and C(1,2 3). 

𝑢⃗ = 𝑏 − 𝑎 = (−2, 4, −1) 

  𝑣 = 𝑐 − 𝑎 = (−2, 3, 1) 

   𝑢⃗ × 𝑣       
−2 4 −1
−2 3 1

   
−2 4 −1
−2 3 1

 

                = (4 + 3, 2 + 2,−6 + 8) = (7,4,2) 

           𝐴 =
1

2
‖(7,4,2)‖ =

1

2
√72 + 42 + 22 

              =
1

2
√49 + 16 + 4    =

1

2
√69 

5. Find the area between points 𝐴(3,−1,4)   𝑄(1, −1,3) and  R(4, −3,2)  

Method 1  

𝑢⃗ = (−2,0, −1)  

𝑣 = (1,−2,−2)  

||𝑢⃗ || =  √(−2)2 + 02 + (−1)2 = √5   

||𝑣 || =  √12 + (−2)2 + (−2)2 = √9 = 3    

cos 𝜃 =
𝑢⃗⃗ ∙ 𝑣⃗ 

||𝑢⃗⃗ ||||𝑣⃗ ||
  

cos 𝜃 =
(−2,0,−1)∙(1,−2,−2)

(3)√5
  

=
−2+0+2 

(3)√5
= 0  

sin 𝜃 =  √1 − cos2 𝜃 =  √1 = 1  

∴ 𝐴 =
1

2
(√3)(√5)(1) =  

3√5

2
  

Method 2 

proj𝑢 𝑣 =
𝑢⃗⃗ ∙𝑣⃗ 

𝑢⃗⃗ ∙𝑣⃗ 
 𝑢⃗   

= 0 since 𝑢⃗ ∙ 𝑣 = 0  

∴ 𝐴 =
1

2
 ||𝑢⃗ ||||𝑣 − 0||          𝐴 =

1

2
√5(3) =  

3√5

2
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6. If  𝑢⃗ =(5,4k,3,6) and 𝑣 =(-2,2,-3,k) are orthogonal, find k. 

A. -1/14  B. 19/14 C. -19/14  D.  none of the above 

 

(5,4𝑘, 3,6) ∙ (−2,2, −3, 𝑘) = 0 

              −10 + 8𝑘 − 9 + 6𝑘 = 0 

                         14𝑘 = 19 

                               𝑘 = 19/14 

     Therefore, the answer is B). 

7. Find all values of c such that the vector 𝑢⃗ = (2𝑐, 3𝑐, 𝑐, 0)is a unit vector. 

√(2𝑐)2 + (3𝑐)2 + 𝑐2 + 02 = 1 

   4𝑐2 + 9𝑐2 + 𝑐2 = 1 

   14𝑐2 = 1 

𝑐2 =
1

14
      𝑐 = ±√

1

14
= ±

1

√14
 

8. If 𝑣 = 𝑘𝑢⃗  is a unit vector in the opposite direction to the vector 𝑢⃗ = (3,3,3,3), what is the 

value of k? 

A. 6 B.-6 C.3 D. -3 E. -1/6 

 

    ‖𝑢⃗ ‖ = √32 + 32 + 32 + 32 

                      = √9 + 9 + 9 + 9 = √36 = 6 

     𝑣 = 𝑘(3,3,3,3) = (
−3

6
,
−3

6
,
−3

6
,
−3

6
) ←unit vector in opposite direction 

  ∴ 𝑘 =
−1

6
 

  Therefore, the answer is E). 
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9. Let 𝑢⃗ , 𝑣 , 𝑎𝑛𝑑 𝑤⃗⃗  𝑏𝑒 𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑖𝑛 𝑅3 𝑎𝑛𝑑 𝑙𝑒𝑡 𝑐 𝑎𝑛𝑑 𝑑 𝑏𝑒 𝑠𝑐𝑎𝑙𝑎𝑟𝑠.   

Which of the following operations are defined? 

i) 𝑐𝑢⃗ + 𝑑𝑣  

ii) 𝑢⃗ + (𝑐𝑤⃗⃗ ) 

iii) 𝑢⃗ ∙ (𝑣 ∙ 𝑤⃗⃗ ) 

iv) 𝑐 + 𝑤⃗⃗  

A. i), ii) and iii) only B. i) and ii) only C. i), ii) and iv) only D. i) and iii) only E. none of the 

above 

 

i) defined, ie. you can do it  ii) defined  iii) not defined as once you do the dot product in the 

brackets, you can’t dot a vector with the scalar you got in the brackets iv) no defined as you can’t 

add a scalar (number) with a vector      

Therefore, the answer is B). 

10. Let 𝑢⃗  = (2,−1,6)𝑎𝑛𝑑 𝑣 = (2,2,2)𝑏𝑒 𝑣𝑒𝑐𝑡𝑜𝑟𝑠. 𝐹𝑖𝑛𝑑 𝑐𝑜𝑠𝜃. 

𝑢⃗ ∙ 𝑣 = (2,−1,6) ∙ (2,2,2) 

                       = 4 − 2 + 12 = 14 

             ‖𝑢⃗ ‖ = √22 + (−1)2 + 62 = √4 + 1 + 36 = √41 

              ‖𝑣 ‖ = √22 + 22 + 22 = √12 

                cos 𝜃 =
𝑢⃗⃗ ∙𝑣⃗ 

‖𝑢⃗⃗ ‖ ‖𝑣⃗ ‖
=

14

√41√12
 

11. Let 𝜃 be the angle between vectors 𝑢⃗ = (1,−4), 𝑣 = (𝑘, 3). 𝐼𝑓 𝑐𝑜𝑠 𝜃 = 0, 𝑓𝑖𝑛𝑑 𝑘. 

  cos 𝜃 =
𝑢⃗⃗ ∙𝑣⃗ 

‖𝑢⃗⃗ ‖  ‖𝑣⃗ ‖
= 0 

                 
(1,−4)∙(𝑘,3)

√12+(−4)2  √𝑘2+32
= 0 

                  𝑘 − 12 = 0 

                   𝑘 = 12 
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12. Find the angle between the diagonals on two adjacent sides of a 

cube with side lengths 2. 

𝑢⃗ ∙  𝑣 = [0,2,2] ∙ [2,0,2]  

= 0 + 0 + 4 = 4  

||𝑢⃗ || =  √02 + 22 + 22 = √8  

 ||𝑣 || =  √22 + 02 + 22 = √8   

∴ cos 𝜃 =
𝑢⃗⃗ ∙ 𝑣⃗ 

||𝑢⃗⃗ ||||𝑣⃗ ||
=

4

√8√8
=
4

8
  

cos 𝜃 =
1

2
  

∴ 𝜃 = cos−1 (
1

2
)   

𝜃 = 60° (from special triangle’s)  
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13. Find all value(s) of k such that the expression ( ) ( )2, 1,1 4,1, 2k− + − −  is a unit vector. 

First, let’s simplify the expression: 

( ) ( ) ( )2, 1,1 4,1, 2 2 4 , 1 ,1 2k k k k− + − − = − − + −  

To be a unit vector, we require that 2 2 2 1v x y z= + + =  or equivalently 
2 2 2 21 1x y z+ + = = . 

The second equation is easier to solve because the square root is gone.  

So, let’s figure out what value(s) of k make this true. 

( ) ( ) ( )

( )( ) ( )( ) ( )( )

( ) ( ) ( )

2 2 22 2 2

2 2 2

2

2

2 4 1 1 2

2 4 2 4 1 1 1 2 1 2

4 16 16 1 2 1 4 4

6 22 21

1

21 22 5 0

x y z k k k

k k k k k k

k k k k k k

k k

k k

+ + = − + − + + −

= − − + − + − + + − −

= − + + − + + − +

= − +

=

− + =

 

Use the quadratic formula. 

a = 21 

b = -22 

c = 5 

( )( )

( )

2

2

4

2

22 22 4 21 5

2 21

22 484 420

42

22 64

42

22 8

42

30 14
,

42 42

5 1
,

7 3

b b ac
k

a

−  −
=

 −
=

 −
=


=


=

=

=

 

Therefore, if k = 1/3 or 5/7, then the expression produces a unit vector. 
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14. 𝑢⃗ × 𝑣  𝑖𝑠 𝑜𝑛𝑙𝑦 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑖𝑛 𝑅3   

i) defined ii) defined iii) undefined iv) undefined v) undefined 

 Therefore, the answer is D). 

How would your answer differ if it were in R3? iii) and iv) would be undefined since when you 

do the brackets first, you get a number since it is dot product and then you can’t dot or cross a 

vector with a number, so you can’t do it! 

 

15. Find the cross product 𝑣 × 𝑢⃗  where 𝑢⃗ =(5,2,-1) and 𝑣 =(-1,2,3). 

  𝑣 × 𝑢⃗        
−1 2 3
5 2 −1

    
−1 2 3
5 2 −1

 

                    = (−2 − 6,   15 − 1, −2 − 10)     

                    = (−8, 14,−12) 

 

16.  𝑢⃗ = 𝑏 − 𝑎 = (−1, 1, −1) 

         𝑣 = 𝑐 − 𝑎 = (0,2, −1) 

               
−1 1 −1
0 2 −1

   
−1 1 −1
0 2 −1

 

    𝑢⃗ × 𝑣 = (−1 + 2, 0 − 1,−2 − 0) 

                = (1, −1,−2) 

            𝐴 =
1

2
  ‖(1, −1,−2)‖ 

              𝐴 =
1

2
√12 + (−1)2 + (−2)2 

                  =
1

2
√6   𝑜𝑟   

√6

2
 𝑢𝑛𝑖𝑡𝑠2 
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17.    𝑢⃗ × 𝑣 ⃗⃗⃗     
1 3 −1
−2 4 −1

    
1 3 −1
−2 4 −1

 

                  = (−3 + 4, 2 + 1, 4 + 6) 

                  = (1,3,10) 

     𝐴 = ‖(1,3, 10)‖ = √1 + 9 + 100 = √110 𝑢𝑛𝑖𝑡𝑠2 

 

18. P(0,-2,-1) Q(2,2,0) R (1,1,1) and S(3,5,2) 

        

   𝑢⃗ = 𝑞 − 𝑝 = (2, 4, 1) 

    𝑣 = 𝑞 − 𝑟 = (1,1, −1) 

  𝑢⃗ × 𝑣        
2 4 1
1 1 −1

    
2 4 1
1 1 −1

 

          = (−4 − 1, 1 + 2,2 − 4) 

    𝐴 = ‖(−5,3,−2)‖ 

        = √(−5)2 + 32 + (−2)2 = √25 + 9 + 4 = √38 𝑢𝑛𝑖𝑡𝑠2 
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3. Lines and Planes 

 

Example 3.1. Find the normal form for the line containing the point P(7, 8, 9) with normal 

vector 𝑛⃗ =(1, 2, 3). 

Solution: 

  𝑛⃗ ∙ (𝑥 − 𝑝) = 0 

 (1,2,3) ∙ (𝑥 − (7,8,9)) = 0   or  (1,2,3) ∙ (𝑥 − 7, 𝑥 − 8, 𝑥 − 9) = 0 

Example 3.2. Find the equation in general form (standard equation) each case below. 

a) containing the point P(4, 5, 6) with normal vector  𝑛⃗ =(1, 2, 3). 

Solution: 

Step 1. Find d. 

𝑑 = 𝑛⃗ ∙ 𝑝 = (1,2,3) ∙ (4,5,6) = 4 + 10 + 18 = 32       

    

Step 2.Write  𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 = 𝑛⃗ ∙ 𝑝  where 𝑛⃗ =(a,b,c) 

In this question, 𝑛⃗ =(1,2,3) so a=1, b=2 and c=3 

Therefore, the equation in standard form is:  x+ 2y + 3z = 32 

 OR don't use d at all and go straight to ax+by+cz=𝑛⃗ ∙ 𝑝 

b) containing the point P(0, -1, 2) with 

n =(5, 3, 4) 

   Solution: 

 𝑎 = 5,    𝑏 = 3,    𝑐 = 4 

            5𝑥 + 3𝑦 + 4𝑧 = (5,3,4) ∙ (0, −1,2) 

             5𝑥 + 3𝑦 + 4𝑧 = 0 − 3 + 8 

                5𝑥 + 3𝑦 + 4𝑧 = 5 
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Example 3.3. Give a vector form equation for the line passing through P(1,2,3) and parallel to 

the vector 𝑑 =(4,5,6). 

Solution: 

𝑥 = 𝑝 + 𝑡𝑑  

x t= +( , , ) ( , , )1 2 3 4 5 6
 

( , , ) ( , , ) ( , , )x y z t= +1 2 3 4 5 6
 

 

If we solve for x, y and z, separately, we get the PARAMETRIC EQUATIONS for the line. 

(x,y,z)= (1,2,3) + (4t, 5t, 6t)= (1+4t, 2+5t, 3+6t) 

x t

y t

z t

= +

= +

= +

1 4

2 5

3 6  

 

Example 3.4. Find a vector form equation and the parametric equations for the line passing 

through the point P(-1,4,3) and parallel to the vector 𝑑 = (5,0,-1). 

Solution: 

      𝑥 = 𝑝 + 𝑡𝑑  

     (𝑥, 𝑦, 𝑧) = (−1,4,3) + 𝑡(5,0, −1) 

         𝑥 = −1 + 5𝑡 

         𝑦 = 4 

         𝑧 = 3 − 𝑡 
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Example 3.5. Find a vector form equation for the line passing through the points P(-1,4,3) and 

Solution: 

 Q(-4,5,-6). 

𝑃(−1, 4, 3)    𝑄 (−4, 5, −6) 
 
𝑑 = 𝑃𝑄⃗⃗⃗⃗  ⃗ = 𝑄 − 𝑃 = (−4, 5, −6) − (−1, 4, 3) 
𝑑 = (−3, 1, −9) 
 
𝑥 = 𝑃 + 𝑡𝑑  
𝑥 = (−1, 4, 3) + 𝑡(−3, 1, −9) 
 

Example 3.6. Find the vector form and parametric form equations of the plane that contains the 

point P(5,1,2) and has normal vector (1,3,2). 

Solution: 

𝑃 (5,1,2)     𝑛⃗  (1,3,2) 

General 𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 =  𝑛⃗ ∙ 𝑝 

1𝑥 + 3𝑦 + 2𝑧 = (1,3,2) ∙ (5,1,2)  

𝑥 + 3𝑦 + 2𝑧 = 12   

NOTE: To find points, just use any x,y,z that make the left side equal to the right side, which is 

12 in this question. 

𝑃 (5,1,2)  𝑄 = (12,0,0)  𝑅 = (0,0,6) 

𝑢⃗ = 𝑄 − 𝑃 = (12,0,0) − (5,1,2) = (7,−1, −2)    

𝑣 = 𝑅 − 𝑃 = (0,0,6) − (5,1,2) = (−5,−1,4)    

𝑥 = 𝑝 + 𝑠𝑢⃗ = 𝑡𝑣    

  

Vector form of plane → [
𝑥
𝑦
𝑧
] = [

5
1
2
] + 𝑠 [

7
−1
−2
] + 𝑡 [

−5
−1
4
] 

Parametric {
𝑥 = 5 + 7𝑠 − 5𝑡
𝑦 = 1 − 𝑠 − 𝑡
𝑧 = 2 − 2𝑠 + 4𝑡
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Example 3.7. Find the distance from point Q(1,3) to the line 2x - 4y = 8. 

Solution: 

a=2 and b= -4 from the normal of the general equation. 

Also, c=8 from this equation 

From Point Q(1,3), 𝑥0 = 1 𝑎𝑛𝑑 𝑦0 = 3. 

𝑑(𝑃, 𝐿) =
|𝑎𝑥0 + 𝑏𝑦0 − 𝑐|

√𝑎2 + 𝑏2
=
|(2)(1) + (−4)(3) − 8|

√22 + (−4)2
=
18

√20
=

18

√4√5
 

The distance is 
9

√5
 units. 

 

Example 3.8. Find the distance from point Q (2,5) to the line L: (𝑥, 𝑦) = (−1,4) + 𝑡(1,−1) 

Solution: 

Method 1 

𝑑(𝑃, 𝐿) = 𝑑(𝑣, 𝑝𝑟𝑜𝑗𝑑𝑣) 

Step 1. 

𝑑 = (1,−1) 

𝑣 = 𝑞 − 𝑝 = (2,5) − (−1,4) = (3,1) 

Step 2. Find the projection of 𝑣  onto 𝑑  using 

 projdv=
𝑑 ∙𝑣⃗ 

𝑑 ∙𝑑 
𝑑 =

(1,−1)∙(3,1)

(1,−1)∙(1,−1)
(1,−1) =

2

2
(1,−1) = (1,−1) 

Step 3. Find 𝑣  - projdv 

(3,1) - (2,-2) = (1,-1) 

Step 4.  Find d(P,L)=‖𝑣 − 𝑝𝑟𝑜𝑗𝑑𝑣‖=‖(3,1) − (1,−1)‖ = ‖(2,2)‖ = √22 + 22 = √8 = 2√2 
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Method 2 

An easier way to do this is:  

Distance from a Point Q(x0, y0)  to a Line is  𝒅(𝑃,𝐿) =
|𝑎𝑥0+𝑏𝑦0−𝑐|

√𝑎2+𝑏
2

  where ax+by=𝑐. 

Note: in R2, if 𝑑 = (1,−1) then 𝑛⃗ = (1, 1) to find 𝑛⃗  from 𝑑  in R2 (or vice versa)  

4.  Switch the sign of y -coordinate and  
4.  Switch x and y  

From point Q(2,5), 𝑥0 = 2 𝑎𝑛𝑑 𝑦0 = 5. 

ax + by=𝑛⃗ ∙ 𝑝 

x+y=(1,1) ∙ (−1,4) 

x+y = 3 

𝑑(𝑃, 𝐿) =
|𝑎𝑥0 + 𝑏𝑦0 − 𝑐|

√𝑎2 + 𝑏2
=
|(1)(2) + (1)(5) − 3|

√12 + 12
=
4

√2
 

=
4

√2
 ×
√2

√2
=
4√2

2
= 2√2 

 

Example 3.9.  Find the distance from the point Q(1,3,5) to the plane P:5x + y - 3z = 0. 

From the plane,𝑛⃗ = (5,1, −3), so a=5, b=1 and c= -3. The right side of the equation is d=0. 

Also, Q=(1,3,5) so 𝑥0 = 1, 𝑦0 = 3 𝑎𝑛𝑑 𝑧0 = 5. 

d(Q,P)=
|𝑎𝑥0+𝑏𝑦0+𝑐𝑧0−𝑑|

√𝑎2+𝑏2+𝑐2
= 
|(5)(1)+(1)(3)+(−3)(5)−0|

√52+12+(−3)2
=
|8−15|

√35
=

7

√35
=
𝟕√𝟑𝟓

𝟑𝟓
 𝒐𝒓

√𝟑𝟓

𝟓
 

Example 3.10. One plane P1 has equation 4x - 2y - 7z = 3.  Determine if another plane  

P2 : 4x + y + 2z = 2 is parallel, perpendicular, identical or none of these. 

Solution: 

𝑛1⃗⃗⃗⃗ = (4,−2,−7) 

𝑛2⃗⃗⃗⃗ = (4, 1, 2) 

Check to see if their dot-product is zero. 

𝑛1⃗⃗⃗⃗ ∙ 𝑛2⃗⃗⃗⃗ = (4,−2,−7) ∙ (4, 1,2) = 16 − 2 − 14=0 

Therefore, the planes 4x - 2y + 7z = 3 and 4x + y + 2z = 2 are perpendicular. 
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Example 3.11. Two planes have equations 5x - 2y + 3z = 3 and 10x - 4y + 6z = 6. Determine if 

they are parallel, perpendicular, identical, or none of these. 

Solution: 

𝑛1⃗⃗⃗⃗ ∙ 𝑛2⃗⃗⃗⃗ ≠ 0, so they are not perpendicular planes. 

𝑛1⃗⃗⃗⃗ = (5,−2,3) and  𝑛2⃗⃗⃗⃗ = (10, −4,6) 

Notice that the normal vectors are scalar multiples.  ie. 2𝑛1⃗⃗⃗⃗ = 𝑛2⃗⃗⃗⃗  

Therefore, the planes are parallel. Check for identical: 

The constant terms on the right are a multiple of 2 as well, so they are identical planes. 

 

Example 3.12. Find a general form equation of a line through (2,3) and perpendicular to the  

line 5x - 4y =2. 

Solution: 

  Perpendicular to  5𝑥 − 4𝑦 = 2     𝑛1⃗⃗⃗⃗ = (5,−4)    𝑑1⃗⃗⃗⃗ = (4,5) 

         General (Standard) form  𝑎𝑥 + 𝑏𝑦 = 𝑛⃗ ∙ 𝑝 

           𝑛2⃗⃗⃗⃗ = 𝑑1⃗⃗⃗⃗ = (4,5) since perpendicular 

     ∴ 4𝑥 + 5𝑦 = (4,5) ∙ (2,3) 

         4𝑥 + 5𝑦 = 8 + 15 

             4𝑥 + 5𝑦 = 23 
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Example 3.13. Find the vector form of the equation of a line through point (1,2) and parallel to 

the line (−2,6) ∙ (𝑥 − (1,−6)) = 0. 

Solution: 

 (−2,6) ∙ (𝑥 − (1,−6)) = 0. 

This equation is in normal form with: 

     𝑛1⃗⃗⃗⃗ = (−2,6)        ∴  𝑑1⃗⃗⃗⃗ = (−6,−2) 𝑜𝑟 (6,2) 

 Vector form is: 𝑥 = 𝑝 + 𝑡𝑑  

Since our new line is parallel to the original line, we have: 

 𝑑2⃗⃗⃗⃗ = 𝑑1⃗⃗⃗⃗ = (6,2) 

        𝑥 = (1,2) + 𝑡(6,2)    

 

Example 3.14. Find the vector form of the equation of a line through point (1,2) and 

perpendicular to the line(−2,6) ∙ (𝑥 − (1,−6)) = 0. 

Solution: 

 (−2,6) ∙ (𝑥 − (1,−6)) = 0. 

This equation is in normal form with: 

     𝑛1⃗⃗⃗⃗ = (−2,6)        

 Vector form is: 𝑥 = 𝑝 + 𝑡𝑑  

Since our new line is perpendicular to the original line, we have: 

 𝑑2⃗⃗⃗⃗ = 𝑛1⃗⃗⃗⃗ = (−2,6) 

        𝑥 = (1,2) + 𝑡(−2,6)       
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Example 3.15. Find the point of intersection of the line (x,y,z)=(5,-1,-2)+t(1,2,3) with the plane 

3𝑥 + 2𝑦 + 𝑧 = 21. 

Solution: 

     𝑥 = 5 + 𝑡,   𝑦 = −1 + 2𝑡,    𝑧 = −2 + 3𝑡 

                  3𝑥 + 2𝑦 + 𝑧 = 21 

            3(5 + 𝑡) + 2(−1 + 2𝑡) + (−2 + 3𝑡) = 21 

              15 + 3𝑡 − 2 + 4𝑡 − 2 + 3𝑡 = 21 

           10𝑡 + 11 = 21 

         10𝑡 = 21 − 11 

              10𝑡 = 10 

               𝑡 = 1 

       ∴ 𝑥 = 5 + 1 = 6 

           𝑦 = −1 + 2(1) = 1 

          𝑧 = −2 + 3(1) = 1         ∴ 𝑃𝑂𝐼 (6,1,1) 
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Example 3.16. Find the point of intersection of the two lines given below: 

 𝑥 = 1 + 𝑡      𝑦 = 3 − 4𝑡 

                         𝑥 = 2 + 4𝑠     𝑦 = 3 − 2𝑠 

Solution: At the point of intersection, the x-values are equal for both lines and so are the y-

values. So, we set them equal: 

                        𝑥 = 𝑥                        𝑦 = 𝑦 

       2 + 4𝑠 = 1 + 𝑡                      3 − 2𝑠 = 3 − 4𝑡 

      4𝑠 − 𝑡 = −1   1                       − 2𝑠 + 4𝑡 = 0  2  

Now, write the equations on top of each other and eliminate one of the variables: 

                                  4𝑠 − 𝑡 = −1      

                               −2𝑠 + 4𝑡 = 0     (× 2)    

                               4𝑠 − 𝑡 = −1    ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

                           −4𝑠 + 8𝑡 = 0 

                       Add     7𝑡 = −1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

                                    𝑡 = −
1

7
 

Now, substitute the value of t back into the parametric form equations of the line. 

    𝑥 = 1 −
1

7
=
7

7
−
1

7
=
6

7
 

   𝑦 = 3 − 4 (
−1

7
) =

21

7
+
4

7
=
25

7
   ∴ 𝑃𝑂𝐼 (

6

7
.
25

7
) 
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Example 3.17.  

You can find the normal using the cross product or you can use matrices:  

Remember, your normal can be any multiple of what you get for the cross product as well!! 

Method 1: Use Cross product to find the normal vector  

 

𝑢⃗ 
𝑣 
       
1
2
1
1
−1
1

1
2
1
1
−1
1

  

 

𝑛⃗ = 𝑢⃗ × 𝑣 = (1 + 1,−2 − 1,1 − 2)  

𝑛⃗ = (2,−3, −1)  

 

𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 = 𝑛⃗ ∙ 𝑝   

2𝑥 − 3𝑦 − 𝑧 = (−2, 3, 1) ∙ (1, 2, 3)  

2𝑥 − 3𝑦 − 𝑧 = −7  

 

 Method 2: Use Determinants to find the normal vector  

𝑢⃗ 
𝑣 
      
1 1 −1
2 1 1

  

 

Using determinant=𝑎𝑑 − 𝑏𝑐  

 

(det [
1 −1
1 1

] , − det [
1 −1
2 1

] , det [
1 1
2 1

])  

 

∴ 𝑛⃗ = (2,−3,−1)  

 

𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 = 𝑛⃗ ∙ 𝑝   

2𝑥 − 3𝑦 − 𝑧 = (−2, 3, 1) ∙ (1, 2, 3)  

2𝑥 − 3𝑦 − 𝑧 = −7  
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Method 3:  Use matrices to find the normal 

We solve the homogenous system: 

[
1 1 −1
2 1 1

 |  
0
0
 ] R2-2R1 → R2 

[
1 1 −1
0 −1 3

 | 
0
0
 ] R2 x -1 → R2 

[
1 1 −1
0 1 −3

 |  
0
0
 ] R1 – R2 → R1  

   𝑥    𝑦      𝑧  

[
1 0 2
0 1 −3

 |  
0
0
 ]  

Let 𝑧 = 𝑡 

𝑥 = −2𝑡   

𝑦 = 3𝑡   

 

𝑛⃗ = (𝑥, 𝑦, 𝑧) = (−2𝑡, 3𝑡, 𝑡) = 𝑡(−2, 3, 1)  

General form: 

𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 = 𝑛⃗ ∙ 𝑝   

 

−2𝑥 + 3𝑦 + 𝑧 = (−2, 3, 1) ∙ (1, 2, 3)  

−2𝑥 + 3𝑦 + 𝑧 = −2 + 6 + 3  

−2𝑥 + 3𝑦 + 𝑧 = 7  

or 2𝑥 − 3𝑦 − 𝑧 = −7  
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3.12 Homework on Chapter 3 

1. Find the normal form for the line containing the point P(0, -1, 2) with 𝑛⃗ =(5, 3,64). 

   (5,3,64) ∙ (𝑥 − (0,−1,2)) = 0 

 

2. Find the equation in general form (standard equation) containing the point P(2, 2, -1) with 

 𝑛⃗ = (1, 3, -2) 

𝑎 = 1,    𝑏 = 3,    𝑐 = −2 

            1𝑥 + 3𝑦 − 2𝑧 = (1,3, −2) ∙ (2,2, −1) 

             𝑥 + 3𝑦 − 2𝑧 = 2 + 6 + 2 

                𝑥 + 3𝑦 − 2𝑧 = 10 

 

3. Find the parametric equations for the line passing through the point P(2,-3,4) and parallel to 

the vector 𝑑 = (4,1, -2). 

 

    (𝑥, 𝑦, 𝑧) = (2,−3,4) + 𝑡(4,1, −2) 

           𝑥 = 2 + 4𝑡 

            𝑦 = −3 + 𝑡 

            𝑧 = 4 − 2𝑡 

4. Find a set of parametric equations for the line passing through the two points P(1,4,6) and 

Q(3,4,7). 

 

𝑑 = 𝑞 − 𝑝 = (2,0,1) 

           𝑥 = 𝑝 + 𝑡𝑣  

      (𝑥, 𝑦, 𝑧) = (1,4,6) + 𝑡(2,0,1) 

                 𝑥 = 1 + 2𝑡         𝑦 = 4          𝑧 = 6 + 𝑡 
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5. Find the vector equation of a plane through the points P(5,3,4) Q(1,-1,2) and R(3,4,6). 

 

First, find the direction vectors 𝑢⃗ = 𝑞 − 𝑝 and 𝑣 = 𝑟 − 𝑝 

𝑢⃗ = (1,−1,2) − (5,3,4) = (−4,−4,−2) 

𝑣 = 𝑟 − 𝑝 = (3,4,6) − (5,3,4) = (−2,1,2) 

Using point P, we get the equation: 𝑥 = (5,3,4) + 𝑠(−4,−4,−2) + 𝑡(−2,1,2) 

 

6. Find the distance from point Q(1,2,-1) to the plane P: 4x - 2y + 3z = 0 

From the plane, a=4, b= -2 and c=3 and d=0. From point Q, 𝑥0 = 1, 𝑦0 = 2, and 𝑧0 = −1 

 

d(Q, P)
|(4)(1) + (−2)(2) + (3)(−1) − 0|

√42 + (−2)2 + 32
=

3

√29
 

7. Find the distance from Q(5,4) to the line (x,y)=(2,6) + t(1,-1). 

 

Step 1. 

The point P on the line is P=(2,6).  Point Q=(5,4) and the direction vector is 𝑑 = (1,−1)  

𝑣 = 𝑞 − 𝑝 = (5,4) − (2,6) = (3,−2) 

Step 2. 

Find the projection of 𝑣  onto 𝑑  using 

 projdv=
𝑑 ∙𝑣⃗ 

𝑑 ∙𝑑 
𝑑 =

(1,−1)∙(3,−2)

(1,−1)∙(1,−1)
(1,−1) =

5

2
(1,−1) = (

5

2
, −

5

2
) 

Step 3. Find 𝑣  - projdv 

(3,-2) −(
5

2
, −

5

2
) = (

6

2
−
5

2
, −

4

2
+
5

2
) = (

1

2
,
1

2
)   

Step 4.  Find d(Q,L)=‖𝑣 − 𝑝𝑟𝑜𝑗𝑑𝑣‖=√(
1

2
)2 + (

1

2
)2 = √

1

2
=

1

√2
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Method 2: 

From Point Q(5,4), 𝑥0 = 5 𝑎𝑛𝑑 𝑦0 = 4. 

From the line, 𝑑 = (1, −1), so the normal is 𝑛⃗ =(1,1) and a=1, b=1. 

The equation is ax + by=𝑛⃗ ∙ 𝑝 

x-y = (1,1) ∙ (2,6) 

x – y = 8. 

𝑑 =
|𝑎𝑥0 + 𝑏𝑦0 − 𝑐|

√𝑎2 + 𝑏2
=
|(1)(5) + (1)(4) − 8|

√12 + 12
=
1

√2
 𝑜𝑟
√2

2
. 

 

8. Find the vector form and parametric equations of a plane through points P(2,1,4) Q(1,-1,0) and 

R(1,3,4). 

𝑥 = 𝑝 + 𝑠𝑢⃗ + 𝑡𝑣  

𝑢⃗ = 𝑞 − 𝑝 = (1, −1,0) − (2,1,4) = (−1,−2, −4) 

𝑣 = 𝑟 − 𝑝 = (1,3,4) − (2,1,4) = (−1,2,0) 

Therefore, the vector form of the equation is: 

𝑥 = (2,1,4) + 𝑠(−1,−2,−4) + 𝑡(−1,2,0) 

And, the parametric equations are: x=2 - s - t, y=1 -2s + 2t and z=4 -4s  

 

9. Find the general form equation of the plane passing through the point P(1,2,1) with normal  

𝑛⃗ =(-1,3,4). 

      – 𝑥 + 3𝑦 + 4𝑧 = (−1,3,4) ∙ (1,2,1) 

              −𝑥 + 3𝑦 + 4𝑧 = −1 + 6 + 4 

                −𝑥 + 3𝑦 + 4𝑧 = 9 
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10. Give the parametric equations of the line passing through the points (1,2,3) and (3,1,-5). 

       𝑑 = 𝑞 − 𝑝 = (2,−1,−8) 

            𝑥 = (1,2,3) + 𝑡(2,−1,−8) 

                   𝑥 = 1 + 2𝑡 

                   𝑦 = 2 − 𝑡                  

                   𝑧 = 3 − 8𝑡  

NOTE: If you used point Q, your parametric equations would look different, but they would still 

be correct 

 

11. Which point lies on the plane 4x –y + z =10? 

A. (1,-2,1)  B. (2,0,2)  C. (2,-2,1)  D. (3,1,1)  E. None of the 

above 

 

 See which point gives  𝐿𝑆 = 𝑅𝑆  Check (2,0,2) 

                    𝐿𝑆 = 4(2) − 0 + 2 = 10 

                    𝑅𝑆 = 10              ∴ 𝐿𝑆 = 𝑅𝑆 

   Therefore, the answer is B). 

 

12. Find a vector form equation through P (1,2,4) and parallel to a line with parametric equations  

x=-3s+2, y=4s+5 and z=2s-7. 

The direction vector is the numbers in front of s, so 𝑑 = (−3,4,2) and point P is (1,2,4) 

So, the equation is       ∴ 𝑥 = 𝑝 + 𝑡𝑑 

                              𝑥 = (1,2,4) + 𝑡(−3,4,2) 
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13. Two planes have equations 𝜋1: 4x - 2y + 6z = 3 and  𝜋2:6x - 3y + 9z = 4.5. Determine if they 

are parallel, perpendicular, identical, or none of these. 

    𝑛⃗ 1 = (4,−2,6)            𝑛⃗ 2 = (6,−3,9) 

               𝑛⃗ 1 ×
3

2
= 𝑛⃗ 2   𝑎𝑛𝑑  3 ×

3

2
= 4.5 

     ∴The constant terms on the right follow the same multiple as the normals      ∴They’re 

identical planes 

14. Two planes have equations 𝜋1: 4x - 2y +2z = 1 and  𝜋2: 5x - 3y - 15z = 5. Determine if they 

are parallel, perpendicular, identical, or none of these. 

     (4, −2,2) ∙ (5, −3,−15) = 20 + 6 − 30 ≠ 0 

                    ∴not perpendicular 

            𝑛⃗ 1 is not a multiple of 𝑛⃗ 2     ∴not identical or parallel 

         Therefore, the answer is none of these. 

 

15. Find the distance between the parallel lines: 

ℓ1: [
𝑥
𝑦] = [

1
2
] + 𝑠 [

−3
4
]  

and  

ℓ2: [
𝑥
𝑦] = [

5
3
] + 𝑡 [

−3
4
]  

Since the lines are parallel, choose arbitrary points Q on ℓ1 and P on ℓ2,  

Let 𝑄 = (1,2) and P = (5,3) 

The direction vector of ℓ1and ℓ2 is  𝑑 = (−3,4) 

Now, 𝑣 = 𝑃𝑄⃗⃗⃗⃗  ⃗ = 𝑞 − 𝑝 = (1, 2) − (5, 3) 

𝑣 = (−4,−1) 

proj𝑑  𝑣 = (
𝑑 ∙ 𝑣 

𝑑 ∙ 𝑑 
) 𝑑  

=
(−3, 4) ∙ (−4,−1)

(−3, 4)  ∙ (−3, 4)
 [
−3
4
] 
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= 
12 − 4

9 + 16
 [
−3
4
] 

= 
8

25
 [
−3
4
] 

∴ the distance between the lines is  

|| 𝑣 − proj𝑑  𝑣 || 

= ‖[ 
−4
−1
] −

8

25
[ 
−3
4
]‖  

= ‖[ 
−4
−1
] + [ 

24

25
32

25

] ‖   

= ‖[ 
−
100

25

−
25

25

] + [ 

24

25
32

25

] ‖   

= ‖[ 
−
76

25
7

25

]‖ =  ‖
1

25
[
−76
7
]‖   

=
1

25
√(−76)2 + 72 =

√5825

25
  

Note: you would need to use a calculator for the last step  

 

16. Find the distance between these parallel planes:  

𝑃1: 2𝑥 + 𝑦 − 3𝑧 = 0 and 𝑃2: 2𝑥 + 𝑦 − 3𝑧 = 2 

Since 𝑃1 and 𝑃2 are parallel, choose any arbitrary point on 𝑃1, 𝑄 = (0,0,0) and find 𝑑(𝑄, 𝑃2).  

𝑃2 has equation 2𝑥 + 𝑦 − 3𝑧 = 2, so a=2, b=1, c=-3 and d=2. Since Q=(0,0,0) we know  

𝑥0 = 𝑦0 = 𝑧0 = 0 

∴ 𝑑 (𝑃1, 𝑃2) = 𝑑( 𝑄, 𝑃2) 

= 
|𝑎𝑥0 + 𝑏𝑦0 + 𝑐𝑧0 − 𝑑|

√𝑎2 + 𝑏2 + 𝑐2
 

= 
|2(0) + 1(0) − 3(0) − 2|

√22 + 12 + (−3)2
 

𝑑 (𝑃1, 𝑃2) =  
|−2|

√4+1+9
=

2

√14
 or

2√14

14
=
√14

7
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17. Find the acute angle between planes  

𝑃1: 𝑥 + 𝑦 + 2𝑧 = 0 and 𝑃2: 2𝑥 + 𝑦 − 3𝑧 = 0 

𝑃1: 𝑛1⃗⃗⃗⃗ = [
1
1
2
]              𝑃2: 𝑛2⃗⃗⃗⃗ = [

2
1
−3
] 

∴ cos 𝜃 =  
 𝑛1⃗⃗⃗⃗ ∙  𝑛2⃗⃗⃗⃗ 

‖ 𝑛1⃗⃗⃗⃗ ‖‖ 𝑛2⃗⃗⃗⃗ ‖
 

= 
(1)(2) + (1)(1) + 2(−3)

√12 + 12 + 22 √22 + 12 + (−3)2
 

= 
−3

√6 √14
 

cos 𝜃 = 
−3

√84 
              𝜃 = cos−1 (

−3

√84 
) 

 

18. Find the point of intersection of the line x=(1,2,3) + t(-1,2,4) with the  

plane x - 2y + 4z = 20. 

Step 1. The parametric equations are x=1-t and y= 2 + 2t and z= 3 + 4t 

Step 2. Substitute them into the plane x - 2y + 4z = 20. 

(1-t) -2(2+2t) +4(3+4t) = 20 

1 – t – 4 – 4t +12 + 16t = 20 

11t + 9 = 20 

11t = 11 

 t=1 

Step 3. Substitute t=1 into the parametric equations above. 

x= 1 - t = 1- (1)= 0 

y= 2+2t =2 + 2(1)= 4 

z= 3 + 4t = 3 + 4(1)=7 

 

So, the point of intersection is (0,4 ,7). 
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19. Find the point of intersection of the line x=(1,-1,0) + t(1,2,1) with the  

plane 3x – y + 2z = 10. 

 The parametric form equations of the line are: 𝑥 = 1 + 𝑡       𝑦 = −1 + 2𝑡        𝑧 = 𝑡 

Substitute them into the plane to find t. 

      3x – y + 2z = 10 

3(1 + 𝑡) − (−1 + 2𝑡) + 2(𝑡) = 10 

          3 + 3𝑡 + 1 − 2𝑡 + 2𝑡 = 10 

            3𝑡 + 4 = 10 

            3𝑡 = 6            

             𝑡 =
6

3
= 2 Now, substitute t back into the parametric equations to find the point of 

intersection. 

𝑥 = 1 + 𝑡 = 1 + 2 = 3      𝑦 = −1 + 2𝑡 = −1 + 2(2) = 3     𝑧 = 𝑡 = 2 

The point of intersection is (3,3,2). 

 

 

 

 

 

 

 

 

 

 



©Prep101              MATH 1600 Final Exam Booklet Solutions  

  43 

20. Find the point of intersection of the two lines below: 

    𝑥 = −1 + 3𝑡                              𝑥 = 1 + 2𝑠 

                          𝑦 = 3 − 2𝑡                                   𝑦 = 4 − 𝑠 

                   𝑥 = 𝑥                                𝑦 = 𝑦 

       1 + 2𝑠 = −1 + 3𝑡                      4 − 𝑠 = 3 − 2𝑡 

         2𝑠 − 3𝑡 = −2                            − 𝑠 + 2𝑡 = −1 

                             2𝑠 − 3𝑡 = −2 

                            −𝑠 + 2𝑡 = −1   × 2 

                        2𝑠 − 3𝑡 = −2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

                        −2𝑠 + 4𝑡 = −2 

                      𝐴𝑑𝑑        𝑡 = −4̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

   𝑥 = −1 + 3(−4) = −13 and y=3 − 2𝑡 = 3 − 2(−4) = 11.  The point of intersection             

is (-13,11). 

 

21. x=3 + s   x=2 + t 

y=3- 2s   y=3- 4t 

z=s    z=t - 1 

** If there is an answer that says “no point of intersection”, you want to make sure you 

check your final point of intersection in BOTH LINES to make sure it is the same for x, y 

AND z in both sets of parametric equations. If it isn’t, the answer is “no point of 

intersection”. 

We first start by dealing with just the first two variables, x and y as before: 

        𝑥 = 𝑥                                 𝑦 = 𝑦 

        3 + 𝑠 = 2 + 𝑡                       3 − 2𝑠 = 3 − 4𝑡 

         𝑠 − 𝑡 = −1                              − 2𝑠 + 4𝑡 = 0 
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               𝑠 − 𝑡 = −1     × 2 

              −2𝑠 + 4𝑡 = 0 

                                         2𝑠 − 2𝑡 = −2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

                                      −2𝑠 + 4𝑡 = 0   

                                  𝐴𝑑𝑑        2𝑡 = −2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

                                                    𝑡 = −1 

     𝑠 − 𝑡 = −1 

       𝑠 − (−1) = −1 

      𝑠 + 1 = −1 

               𝑠 = −2 

 

Now, substitute the value of s into the equations involving s: 

                                𝑥 = 3 + 𝑠 = 3 + 2 = 1 

                                𝑦 = 3 − 2𝑠 = 3 − 2(−2) = 7 

                                𝑧 = 𝑠 = −2 

The point of intersection is (1,7,-2). 

    Now, substitute the value of t into the equations involving t: 

   𝑥 = 2 + 𝑡 = 2 − 1 = 1 

       𝑦 = 3 − 4𝑡 = 3 − 4(−1) = 7 

       𝑧 = 𝑡 − 1 = −1 − 1 = −2 

  ∴ 𝑃𝑂𝐼 (1,7, −2)     

NOTE: This is the same point of intersection we got on the last page!! 
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22. Find the point 𝑅 on ℓ that is closest to 𝑄 = (2, 5) and ℓ: 𝑥 = (−1, 4) + 𝑡(1, −1)  

𝑣 = 𝑃𝑄⃗⃗⃗⃗  ⃗  let  𝑤⃗⃗ = 𝑃𝑅⃗⃗⃗⃗  ⃗ = 𝑃𝑟𝑜𝑗𝑑𝑣  

 

𝑣 = 𝑃 + 𝑡𝑑  and our line is 𝑥 = (−1, 4) + 𝑡(1,−1) 

∴ 𝑃 = (−1, 4) and 𝑑 = (1,−1)  

Then, 𝑣 = 𝑃𝑄⃗⃗⃗⃗  ⃗ = 𝑞 − 𝑝 = [
2
5
] − [

−1
4
] 

                                            = [
3
1
]  

 

Also, 𝑤⃗⃗ = 𝑝𝑟𝑜𝑗𝑑𝑣 =
𝑑 ∙𝑣⃗ 

𝑑 ∙𝑑 
𝑑  

 

𝑤⃗⃗ =
(1,−1)∙(3,1)

(1,−1)∙(1,−1)
[
1

−1
]  

      =
2

2
[
1
−1
] = [

1
−1
]  

 

𝑟 = 𝑃⃗ + 𝑃𝑅⃗⃗⃗⃗  ⃗ = 𝑃⃗ + 𝑝𝑟𝑜𝑗
𝑑
𝑣⃗⃗   

= 𝑃⃗ + 𝑤⃗⃗   

𝑟 = [
−1
4
]+ [ 1

−1
] = [0

3
]  

 

∴  the point 𝑅 on ℓ that is closest to 𝑄 is [
0
3
] . 
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4. Systems of Equations 

 

Example 4.1. i) and iii) are linear...answer is D 

Example 4.2. (3,5+s, t,3+s+t) is a solution with 2 parameters, so it is a plane of intersection. 

Example 4.3. (1,2+t,t) is a solution with only 1 parameter, so it is a line of intersection. 

Example 4.4.  (2,3,4) is a solution with 0 parameters, so it is a point of intersection.   

Example 4.5.  Which of the following are in row-reduced echelon form?   

If it is not, explain why.  If it is row-reduced echelon form, solve the system. 

a) [
1 0 0
0 1 0
0 0 1

|
2
3
4
]                                             

Solution: 

yes, it is the identity matrix, so it is a unique solution POI (2,3,4) 

b) [
0 0 0 0
0 1 0 0
0 0 1 1

|
0
4
1
] 

Solution: 

no, the row of 0's must be in the bottom 

 

c) [
1 0 0 2
0 1 0 0
0 0 1 1

|
0
3
0
]       

Solution: 

yes...infinitely many solutions 

the parameter is 𝑥4 = 𝑡  (not a leading 1) 

From the first row, we get 𝑥1 = −2𝑡 

From the second row, we get 𝑥2 = 3 

and from the last row, we get 𝑥3 + 𝑡 = 0 𝑜𝑟 𝑥3 = −𝑡. 

The solution is (-2t, 3 -t, t) 𝑤ℎ𝑒𝑟𝑒 𝑡 ∈ 𝑅 , a line of intersection (one parameter) 
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  d) [
1 2 0
0 0 1

|
2
5
] 

Solution: 

yes, it has infinitely many solutions...let y=t be the parameter 

The first row gives x+2t = 2 and we get x= 2 - 2t and the second gives z=5. 

The solution is (2-2t, t, 5) 𝑤ℎ𝑒𝑟𝑒 𝑡 ∈ 𝑅. 

 

e) [
1 2 0 2 0
0 0 1 0 0
0 0 0 0 0

|
1
3
2
]                        

Solution: 

yes, and since the last row is 0=2, there is no solution 

 

f) [

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

|

1
2
4
0

] 

Solution: 

yes, and it has no solution even though row 4 says infinitely many because row 3 says no 

solution, so there is no solution to the whole system 

 

g) [
1 2 0 3 1 0
0 0 1 2 2 0
0 0 0 0 0 1

|
1
3
1
]   

Solution: 

yes, and there are 3 leading 1's, so 6 -3 = 3 parameters 

Let 𝑥2 = 𝑟 and 𝑥4 = 𝑠 and 𝑥5 = 𝑡 

from the first row, we get 𝑥1 + 2𝑟 + 3𝑠 + 𝑡 = 1 𝑎𝑛𝑑 𝑥1 = 1 − 2𝑟 − 3𝑠 − 𝑡 

from the second row we get 𝑥3 + 2𝑠 + 2𝑡 = 3 𝑎𝑛𝑑 𝑥3 = 3 − 2𝑠 − 2𝑡 

 and from the last row we get 𝑥6 = 1. 

The solution is (1-2r-3s-t, r, 3-2s-2t, s, t, 1  𝑤ℎ𝑒𝑟𝑒 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
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Example 4.6. Solve the following system using Gauss-Jordan Elimination. 

  3x + 3y = 15 

  2x + 3y = 13 

Solution: 

[
3 3
2 3

|
15
13
] R1 × 1/3 →R1 

[
1 1
2 3

|
5
13
] R2 - 2R1→R2 

[
1 1
0 1

|
5
3
] R1- R2→R1 

[
1 0
0 1

|
2
3
] 

The POI is (2,3). This is a unique solution and a consistent system ie. has a solution. 

Example 4.7. Solve using Gauss-Jordan Elimination. 

   12x - 3y = 6 

  -16x + 4y = -8 

Solution: 

[
12 −3
−16 4

|
6
−8
] 𝑅2 ×

1

4
→ 𝑅2 

[
12 −3
−4 1

|
6
−2
] 𝑅1 × 1/12 → 𝑅1 

[
1

−1

4

−4 1
|
1

2

−2
]  𝑅2 + 4𝑅1 → 𝑅2 

[1
−1

4
0 0

|
1

2
0

] 

Infinitely many solutions   Let y=t 

𝑥 −
1

4
𝑡 =

1

2
 

𝑥 =
1

2
+
1

4
𝑡 

The solution is  (
1

2
+
1

4
𝑡, 𝑡) 𝑤ℎ𝑒𝑟𝑒 𝑡 ∈ 𝑅. It is a consistent system ie. has a solution. 
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Example 4.8. Solve using Gauss-Jordan Elimination. 

  4x - 8y = 6 

  x -  2y = 5  

Solution: 

[
4 −8
1 −2

|
6
5
]  R1↔R2 

[
1 −2
4 −8

|
5
6
]  R2 -4R1→ 𝑅2 

[
1 −2
0 0

|
5
−12

] R2 - 2R1→ 𝑅2 

The last line says 0 0  /  # so there is no solution 

Example 4.9. Solve using Gauss-Jordan Elimination. 

  5x + 4y - z = 0 

      20y - 6z = 22 

                         2z = 6 

Solution: 

[
5 4 −1
0 20 −6
0 0 2

|
0
22
6
]R1× 1/5 →R1 

R2× 1/20 →R2  and R3× 1/2 → R3 

[
1 4/5 −1/5
0 1 −3/10
0 0 1

|
0

11/10
3

] 

 R2+3/10 R3→ R2 

[
1 4/5 −1/5
0 1 0
0 0 1

|
0
2
3
] 

R1 - 4/5 R2→R1 

[
1 0 −1/5
0 1 0
0 0 1

|
−8/5
2
3
] 

R1 + 1/5 R3→R1 
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[
1 0 0
0 1 0
0 0 1

|
−1
2
3
] 

The point of intersection is (-1,2,3)...exactly one solution 

 

Solve: 5x + 4y - z = 0 

20y - 6z = 22 

2z = 6 

From the last equation 2z=6, we get z=3. We can substitute this into 20y-6z = 22 and get: 

20y - 6z = 22 

20y – 6(3)=22 

20y=22+18 

20y=40 

y=2 

 

Lastly, we substitute y=2 and z=3 into the first equation to get: 

5x +4y – z = 0 

5x +4(2) – 3 =0- 

5x +8-3=0 

5x= -5 

x= -1 

 

And once again, we get the solution (-1,2,3). 
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Example 4.10. Solve using Gauss-Jordan Elimination. 

  4x -2y + 2z = 2 

  3x + 2y - 4z = 4 

  -6x + 3y - 3z =2 

Solution: 

[
4 −2 2
3 2 −4
−6 3 −3

|
2
4
2
] R1× 1/4 →R1 

[
1 −1/2 1/2
3 2 −4
−6 3 −3

|
1/2
4
2
] R2 - 3R1→R2        , R3 + 6R1→R3 

[
1 −1/2 1/2
0 7/2 −11/2
0 0 0

|
1/2
5/2
5

]      There is no solution since 0=5 is not true. 

Example 4.11. Solve the following system using Gauss-Jordan Elimination: 

                            2𝑥1 − 4𝑥2 + 6𝑥3 + 2𝑥4 = −6 

  2𝑥1 − 𝑥2 + 3𝑥3 − 𝑥4 = 0 

Solution: 

[
2 −4 6 2
2 −1 3 −1

|
−6
0
] R1÷2→R1 

[
1 −2 3 1
2 −1 3 −1

|
−3
0
] R2 - 2R1→R2 

[
1 −2 3 1
0 3 −3 −3

|
−3
6
] R2÷3→R2 

[
1 −2 3 1
0 1 −1 −1

|
−3
2
] R1÷+2R2→R1 

[
1 0 1 −1
0 1 −1 −1

|
1
2
] 

Let x3=s and x4=t 

x1= 1 - s + t 

x2= 2 + s + t 

The solution is (1 -s + t, 2+s+t, s, t) 𝑤ℎ𝑒𝑟𝑒𝑠, 𝑡 ∈ 𝑅...two parameters...therefore a plane of 

intersection 
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Example 4.12. Find the value of "k" so that the following system of equations has no solution, 

exactly one solution and infinitely many solutions. 

   4x - 2y =6 

  12x + 2ky = 4 

Solution: 

[
4 −2
12 2𝑘

|
6
4
]   

R2−3R1 →R2 

[
4 −2
0 2𝑘 + 6

|
6
−14

]  

If k= -3, we get 0  0 /-14 which means no solution 

If k≠ -3, we can row-reduce the matrix to get the identity matrix, so there is exactly one solution. 

Since all k values except k=-3 give the identity, it is impossible to get a row of zeros...So, there is 

"no value of k" that will result in infinitely many solutions ie. 0 0/ 0 

Example 4.13. [
1 0 1 3 3
0 1 0 1 4
0 0 0 0 𝑐2 − 36

|
0
0

𝑐 + 6
] 

For what value of c does the matrix above have: 

a) a 3-parameter family of solutions?      b) a 2-parameter family of solutions? 

c) no solution?         d) exactly one solution? 

Solution: 

a) If c= -6, we get  0  0  0  0  0  /0 which is infinitely many solutions...this will have two leading 

1's and therefore, 5-2=3 parameters 

b) If c≠6, -6, we can get 3 leading 1's and therefore 5-3=2 parameters 

c) If c=6, we get:  0  0  0  0  0  /6 which means no solution 

d) no value of c....we can't get a 5x5 identity since there are only three rows 
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Example 4.14. Find the value of k for which the matrix [
1 0 0 0
0 1 0 0
0 0 𝑘 + 1 𝑘 − 5

|
4
2
6
]  has a unique 

solution. 

A. k= -1 B. k= 5 C. k= -1, 5 D. no value of k E. all values of k 

Solution: 

A unique solution means we get the identity and with 4 columns we would need at least 4 rows 

to get a 4x4 identity. So, a unique solution is impossible. ie. D. is the solution, no value of k 

 

Example 4.15. Find the value of k for which the matrix [
1 0 0 0
0 1 0 0
0 0 𝑘 + 1 𝑘 − 5

|
4
2
6
]  has a one 

parameter family of solutions, ie. one free variable. 

A. k= -1 B. k= 5 C. k= -1, 5 D. no value of k E. all values of k 

Solution: It is the same matrix as the last example, so we know that a unique solution is 

impossible.  For no solution we would need all 0’s before the line and then the 6 after, ie. 0 0 0 0/ 

6 but there is no value of k that will make both k+1 and k-5 equal to zero at the same time, so no 

solution is also impossible. Therefore, the system ALWAYS has infinitely many solutions and 

the answer is E. 

 

Example 4.16. Find the value of k for which the matrix has no solution, infinitely many 

solutions and a unique solution. 

[
1 −3
𝑘 1

|
𝑘
4
] 

Solution: 𝑅2 − 𝑘𝑅1 → 𝑅2 

[
1 −3
0 1 + 3𝑘

|
𝑘

4 − 𝑘2
] 

 infinitely many is impossible since k= -1/3 makes the left side 0 and  

k=2,-2 makes the right side 0 

no solution k= -1/3 

unique k≠ −1/3 
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Example 4.17. Find the value of k for which there is a 2-parameter family of solutions: 

[
1 3 4 5
0 0 1 𝑘 − 4
0 0 0 𝑘2 − 9

|
6

𝑘2 − 16
𝑘 − 3

] 

Solution: 

# 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 = 𝑛 − 𝑟 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 − 𝑟𝑎𝑛𝑘 

       # 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 = 𝑛 − 𝑟 = 4 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 − 2 𝑙𝑒𝑎𝑑𝑖𝑛𝑔 1′𝑠 

                                                    = 2 

  ∴ 𝑡ℎ𝑖𝑠 𝑚𝑒𝑎𝑛𝑠 𝑡ℎ𝑒 𝑙𝑎𝑠𝑡 𝑟𝑜𝑤 𝑚𝑢𝑠𝑡 𝑏𝑒 𝑎𝑙𝑙 0′𝑠 (since we already have two leading 1’s) 

   ∴ 𝑘2 − 9 = 0      𝑎𝑛𝑑    𝑘 − 3 = 0          ∴ 𝑘 = 3 in order to have 2 parameters (free variables). 

 

Example 4.18. Find the rank of each matrix. 

a)  𝐴 = [
1 1 1
2 2 2
1 1 1

] 

Solution: 

R2-2R1→ 𝑅2 𝑎𝑛𝑑  R3-R1 → 𝑅3 

 

𝐴 = [
1 1 1
0 0 0
0 0 0

] in RREF 

So, the rank is 1....only count the non-zero 1's...same as the number of leading 1's 
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b)  𝐵 = [
1 2 −1
0 1 1
0 1 1

] 

Solution: 

do R3-R2  → 𝑅3 

 𝐵 = [
1 2 −1
0 1 1
0 0 0

]  do R1-2R2 → 𝑅1 

[
1 0 −3
0 1 1
0 0 0

] 

rank=2 

 

Example 4.19. 𝐴 = [
1 1
2 3

|
0
0
] represents a homogeneous system because b=0 vector. 

The system of equations  3x + 4y = 0 is a homogeneous system. 

    2x + 3y = 0 

  



©Prep101              MATH 1600 Final Exam Booklet Solutions  

  56 

4.15 Homework on Chapter 4 

1. Which of the following equations are not linear? 

𝑖)2𝑥 + 4𝑦2 + √𝑧 = 15 

𝑖𝑖) − 2𝑥 + 3𝑧 = 3𝑦 − 11 

𝑖𝑖𝑖)𝑥𝑦 − 𝑦 + 2𝑧 + 3𝑤 = 6 

A. i) only B. ii) only C) iii) only D. i) and iii) only E. ii) and iii) only 

 

i) and iii)...answer D 

2. Which of the following equations are linear in x, y and z? Note: a, b and c 𝜖 𝑅 

𝑖)𝑎𝑥 + 𝑏2𝑦 +
1

𝑏
𝑧 = 12 

𝑖𝑖)𝑎𝑥2 + 𝑏𝑧 +
𝑐

𝑦
= 17 

𝑖𝑖𝑖)
𝑎

𝑥
+
𝑧

𝑐
+ 𝑦𝑐 = 12 

A. i) only B. ii) only C) iii) only D. i) and iii) 

only 

E. none of them 

 

i) yes  ii) no iii) no...answer is A 

 

3. Which of the following are in row-reduced echelon form?   

If it is not, explain why.  If it is row-reduced echelon form, solve the system. 

a)  [
0 1 0 3
0 0 1 3
0 0 0 0

|
0
4
1
]   

Yes, and the last row indicates no solution, so it is inconsistent. 
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b) [
1 0 1 2
0 1 0 0
0 0 1 1

|
0
3
1
] 

no, as the third leading 1 (last row) has a 1 above it and we can only have 0's above and below 

leading 1's 

c) [
1 0
0 1
0 0

|
0
2
0
] 

it is a unique solution because it has the 2x2 identity. The solution is (0,2). 

4. Write the augmented matrix for the system of equations below. 

 x - 2y = 4 - 3z  

 x + 8 - 3y= 2z 

 y + 2z = 3 

Make sure the equations are in the proper form first, with all of the variables on the left and the 

constant terms on the right. 

x - 2y + 3z = 4 

x - 3y - 2z = -8 

  y + 2z = 3 

The augmented matrix is: 

[
1 −2 3
1 −3 −2
0 1 2

|
4
−8
3
] 

 

5.  Write the augmented matrix for the system of equations below. 

  x + 2y = 6 

 x         = 3 

 -3 + x = y 

[
1 2
1 0
1 −1

|
6
3
3
] 
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6. Find the value of "k" so that the following system of equations has: 

   5x – y = 2 

   6x + ky = 6 

a) no solution 

b) infinitely many solutions 

c) a unique solution (exactly one solution) 

[
5 −1
6 𝑘

|
2
6
]   R2-R1→ 𝑅2...if you want to avoid fractions, you must do this in several steps. 

[
5 −1
1 𝑘 + 1

|
2
4
]  𝑅1 ↔R2 

[
1 𝑘 + 1
5 −1

|
4
2
] R2-5R1→ 𝑅2 

[
1 𝑘 + 1
0 −5𝑘 − 6

|
4
−18

] 

a) if -5k-6=0 then -5k=6 and k= -6/5 and this will result in no solution 

b) there is no value of k that will result in 0  0/  0 

c) Any other value of k can be row-reduced to the identity matrix...exactly one solution 

 If k≠ -6/5 there is exactly one solution 
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7. Find the value of "k" so that the following system of equations has: 

   2x – y = 2 

   3x + ky = 3 

a) no solution 

b) infinitely many solutions 

c) a unique solution (exactly one solution) 

[
2 −1
3 𝑘

|
2
5
]   R1÷2→ 𝑅1 

[
1 −1/2
3 𝑘

|
1
3
]  R2 - 3R1→R2 

[
1 −1/2

0 𝑘 +
3

2

|
1
0
] 

a) there is no value of k that will result in no solution 

b) if k=-3/2 or -1.5 there will be a row of zeros...infinitely many solutions 

Any other value of k can be row-reduced to the identity matrix...exactly one solution 

c) If k≠-3/2 there is exactly one solution 

 

8. [
1 0 1
0 1 6
0 0 𝑘2 − 16

|
2
4

4 + 𝑘
] 

For what value of k does the matrix above have: 

a) infinitely many solutions? 

b) no solution? 

c) exactly one solution? 

If k= -4 we get a row of zeros 

If k=4, we get  0  0  0/ 8...no solution 

If k≠ 4, -4 we get a unique solution 
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9. Solve using Gauss-Jordan Elimination. (Find the RREF and solve) 

 4x + 2y = 18 3x - y = 16 

[
4 2
3 −1

|
18
16
] 𝑅1 ÷ 4 → 𝑅1   [

1
1

2

3 −1
|
9

2

16
] 𝑅2 − 3𝑅1 → 𝑅2 

[
1

1

2

0
−5

2

|

9

2
5

2

]  𝑅2 × (−
2

5
) → 𝑅2   [

1
1

2

0 1
|
9

2

−1
]  𝑅1 −

1

2
𝑅3 → 𝑅1 

[
1 0
0 1

|
5
−1
]  The solution is (5,-1). There is a solution (unique), so it is consistent. 

10. Solve using Gauss-Jordan Elimination. (Find the RREF and solve) 

  2x - 6y + 6z = -8 

 4x + 6y - 2z = 30 

 4x - 3y - z = 19 

[
2 −6 6
2 3 −1
4 −3 −1

|
−8
15
19
] Divide row 2 by 2 

[
1 −3 3
2 3 −1
4 −3 −1

|
−4
15
19
]       

R2-2R1 → 𝑅2  

R3-4R1 → 𝑅3                         

[
1 −3 3
0 9 −7
0 9 −13

|
−4
23
35
]     [

1 −3 3
0 1 −7/9
0 0 −6

|
−4
23/9
12

] 

R2÷ 9 → 𝑅2    R3÷−6 → 𝑅3 

R3-R2 → 𝑅3 

[
1 −3 3
0 1 −7/9
0 0 1

|
−4
23/9
−2

]         [
1 −3 3
0 1 0
0 0 1

|
−4
1
−2
]     [

1 −3 0
0 1 0
0 0 1

|
2
1
−2
] 

R2+7/9R3 → 𝑅2        R1-3R3 → 𝑅1      R1+3R2 → 𝑅1 

[
1 0 0
0 1 0
0 0 1

|
5
1
−2
]  The solution is (5, 1, -2). This is a unique solution and the system is consistent. 
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11. Solve using Gauss-Jordan Elimination. (Find the RREF and solve) 

  x + y - 3z = 4 

 2x + y - z = 2 

 6x + 4y - 8z = 12 

[
1 1 −3
2 1 −1
6 3 −8

|
4
2
12
] 

[
1 1 −3
2 1 −1
6 3 −8

|
4
2
12
]    [

1 1 −3
0 −1 5
0 −3 10

|
4
−6
−12

]    [
1 1 −3
0 1 −5
0 0 0

|
4
6
0
]      [

1 0 2
0 1 −5
0 0 0

|
−2
6
0
] 

R2-2R1 → 𝑅2              -R2→ 𝑅2                            R1-R2→ 𝑅1 

R3-6R1 → 𝑅3                        R3-3R2 → 𝑅3 

There is a row of zeros in the matrix.  Therefore, there are infinitely many solutions. 

We need to introduce a parameter or free variable. 

Let z=t.   From the second row, we get:  y - 5z = 6 

    y - 5t = 6 

    y=6+5t 

From the first row, we get: x +2t=-2 

    x=-2-2t 

 

The solution is (-2-2t, 6+5t, t) 𝑤ℎ𝑒𝑟𝑒 𝑡 ∈ 𝑅....intersection is a line since there is one parameter. 

The system has a solution (infinitely many), so it is consistent system of linear equations. 

  



©Prep101              MATH 1600 Final Exam Booklet Solutions  

  62 

12. Solve this system of linear equations: 

 2x +2y +2z = 2 

      3y + 3z = 3 

     4y + 4z = 8 

[
2 2 2
0 3 3
0 4 4

|
2
3
8
] R1÷ 2 → 𝑅1 and R3÷ 4 → 𝑅3 and R2÷ 3 → 𝑅3 

[
1 1 1
0 1 1
0 1 1

|
1
1
2
] R3 – R2 →R3   [

1 1 1
0 1 1
0 0 0

|
1
1
1
] 

 

...we don't need to finish! 

From the last row, we can see that there is no solution.  So, we don't need to row-reduce any 

further. If they asked for the RREF, we would have to do R1- R2 → 𝑅1. The system has no 

solution, so the system is inconsistent. 
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13. Row-reduce and write the solution: 

[
2 4 2 0 2
1 1 −1 1 2

|
2
2
] 

[
2 4 2 0 2
1 1 −1 1 2

|
2
2
] Divide row 1 by 2: 

[
1 2 1 0 1
1 1 −1 1 2

|
1
2
]  R2 - R1→R2 

[
1 2 1 0 1
0 −1 −2 1 1

|
1
1
]  -R2→R2 

[
1 2 1 0 1
0 1 2 −1 −1

|
1
−1
]  R1 - 2R2→R1 

[
1 0 −3 2 3
0 1 2 −1 −1

|
3
−1
] 

 

So, there are leading 1's in the x1 and x2 columns and so there must be 3 parameters 

Let x3=r, x4=s and x5=t 

 

From the second row, we get 1x2+2r - 1s - t = -1 and solving for x2: 

x2=-1 - 2r + s + t 

From the first row, we get  x1 - 3r + 2s + 3t = 3 and solving for x1we get: 

x1=3+3r - 2s - 3t 

(3+3r-2s-3t, -1-2r+s+t, r,s,t) 𝑤ℎ𝑒𝑟𝑒 𝑟, 𝑠, 𝑡 ∈ 𝑅 
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14. Row-reduce and write the solution: [
1 1 2 1 1
0 2 2 4 0
1 1 −1 1 2

|
0
2
2
] 

[
1 1 2 1 1
0 2 2 4 0
1 1 −1 1 2

|
0
2
2
] Divide row 2 by 2: 

[
1 1 2 1 1
0 1 1 2 0
1 1 −1 1 2

|
0
1
2
] R3 - R1→R3 

[
1 1 2 1 1
0 1 1 2 0
0 0 −3 0 1

|
0
1
2
] R1 - R2→R1 

[
1 0 1 −1 1
0 1 1 2 0
0 0 −3 0 1

|
−1
1
2
] R3÷-3→R3 

[
1 0 1 −1 1
0 1 1 2 0
0 0 1 0 −1/3

|
−1
1

−2/3
] R2 - R3→R2  [

1 0 1 −1 1
0 1 0 2 1/3
0 0 1 0 −1/3

|
−1
5/3
−2/3

] R1-R3→R1 

[

1 0 0 −1 4/3
0 1 0 2 1/3
0 0 1 0 −1/3

|

−1/3
5/3
−2/3

] 

 

The first three columns have leading 1's...so, there are two parameters representing the 4th and 

5th columns 

Let x4=s and x5=t 

The last row gives us....x3 - 1/3t= -2/3 or x3= -2/3 + 1/3 t 

The second row gives us...x2 + 2s + 1/3 t = 5/3 or x2= 5/3 - 2s - 1/3 t 

The first row gives us...x1 -s + 4/3 t = -1/3 or x1= -1/3 + s - 4/3 t 

The solution is a plane since there are two parameters and it is: 

 (-1/3 + s - 4/3 t, 5/3 - 2s - 1/3t, -2/3 + 1/3t, s, t) 𝑤ℎ𝑒𝑟𝑒 𝑠, 𝑡 ∈ 𝑅 
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15. Describe the region that is the intersection of the following planes: 

NOTE: You have to row-reduce first! 

 x+y+2z=-2 

3x -y + 14z = 6 

2x + 4y    = -10 

[
1 1 2
3 −1 14
2 4 0

|
−2
6
−10

]  R2 - 3R1→R2 [
1 1 2
0 −4 8
2 4 0

|
−2
12
−10

]R2÷−4 → 𝑅2 and 𝑅3 − 2R1→ 𝑅3 

[
1 1 2
0 1 −2
0 2 −4

|
−2
−3
−6
] R3- 2R2 → 𝑅3 

 

[
1 1 2
0 1 −2
0 0 0

|
−2
−3
0
] R1-R2 → 𝑅1 

 

[
1 0 4
0 1 −2
0 0 0

|
1
−3
0
]   

 

infinitely many solutions 

# parameters= n – r = 3 – 2 = 1 

Since there is only 1 parameter, it is a line of intersection 

Let z=t 

The solution (not required) is: 

from the first-row x+4t=1 and x=1-4t 

from the second-row y-2t=-3 and y=-3 +2t 

(1-4t, -3 +2t, t) 𝑤ℎ𝑒𝑟𝑒 𝑡 ∈ 𝑅 
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16. Describe the region that is the intersection of the following planes: 

2x - 2y - 6z = 2 

6x - 6y - 18z= 6 

-4x + 4y + 12z = -4 

[
2 −2 −6
6 −6 −18
−4 4 12

|
2
6
−4
] R1÷2→R1 

[
1 −1 −3
6 −6 −18
−4 4 12

|
1
6
−4
] R2 - 6R1→R2 and R3 + 4R1→R3 

[
1 −1 −3
0 0 0
0 0 0

|
1
0
0
]  This is in row-reduced form 

There is one leading one (column) and two other columns representing parameters. 

Since we have 2 parameters, the region is a plane. 

The solution (not required) is: 

Let y=s and z=t 

The intersection is a plane, since we have 2 parameters. 

The solution (not asked for) is: 

From the first row, we get x - y - 3z = 1 

and with the parameters, we get x -s - 3t =1 or x=1+s+3t 

The solution is (1+s+3t, s, t) 𝑤ℎ𝑒𝑟𝑒 𝑠, 𝑡 ∈ 𝑅 

 

17. If A + B are square matrices of some dim or slice, is (𝐴 + 𝐵)2 = 𝐴2 + 2𝐴𝐵 + 𝐵2? 

In general, no: 

(𝐴 + 𝐵)2 = (𝐴 + 𝐵)(𝐴 + 𝐵)  

                  = 𝐴2 + 𝐴𝐵 + 𝐵𝐴 + 𝐵2  

 

                               𝐴𝐵 ≠ 𝐵𝐴 for many matrices A and B  

If AB = BA (A, B are commutative then it is true) 
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18. Solve by back substitution. 

a) 2x + y + 3z = 8  (1) 

2y - z = 1   (2) 

3z = 3   (3) 

Substitute z=1 from (3) into equation (2). 

2y - z = 1 

2y - 1 = 1 

2y = 2 

y=1 

Substitute y=1 and z=1 into equation (1) 

2x+ y + 3z = 8 

2x + 1 + 3(1)=8 

2x =4 

x=2 

The solution is (2,1,1). 
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b) 2x - y + z = 13   (1) 

y - 4z = 2   (2) 

3z = 9   (3) 

 

From equation (3), we get z=3. 

Substitute z=3 into equation (2): y - 4z = 2 

    y - 4(3)=2 

    y=14 

Substitute y=14 and z=3 into equation (1): 

     2x - y + z = 13 

     2x - 14 +3 = 13 

     2x = 13-3+14 

     2x=24 

     x=12 

 

The solution is (12, 14, 3). 
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19.  Find the value of k so that the system of equations has 

a)  no solution, 

b)  exactly one solution and 

c) infinitely many solutions. 

[
𝑘 1 1
2 2𝑘 2
3 3 3𝑘

|
1
2
3
]   R1↔ 𝑅3 and R2÷ 2 → 𝑅2 and divide row 3 by 3. 

[
1 1 𝑘
1 𝑘 1
𝑘 1 1

|
1
1
1
]      R2-R1 → 𝑅2 and R3 -kR1 → 𝑅3 

 [
1 1 𝑘
0 −1 + 𝑘 −𝑘 + 1
0 −𝑘 + 1 −𝑘2 + 1

|
1
0

−𝑘 + 1
]  R3+R2 → 𝑅3 

[
1 1 𝑘
0 −1 + 𝑘 −𝑘 + 1
0 0 −𝑘2 − 𝑘 + 2

|
1
0

−𝑘 + 1
]  

 

 factor −𝑘2 − 𝑘 + 2 = 0 

  −(𝑘2 + 𝑘 − 2) = 0 

 −(𝑘 + 2)(𝑘 − 1) = 0 

k=-2, 1 

 

If k=1... 

the last row becomes 0 0 0 / 0 infinitely many solutions 

 

If k= -2... 

the last row becomes 0  0  0/3  no solution 

 

If k≠ 1,−2 there is a unique (exactly one) solution 
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20. [
2 4 −6
3 −1 5
4 1 𝑎2 − 14

|
8
2

𝑎 + 2
]Divide row 1 by 2: 

[
1 2 −3
3 −1 5
4 1 𝑎2 − 14

|
4
2

𝑎 + 2
]  R2-3R1 → 𝑅2 𝑎𝑛𝑑 R3-4R1 → 𝑅3 

 [
1 2 −3
0 1 −2
0 −7 𝑎2 − 2

|

4
10

7

𝑎 − 14

] R3+7R2 → 𝑅3 

 [
1 2 −3
0 1 −2
0 0 𝑎2 − 16

|

4
10

7

𝑎 − 4

] 

If a= -4, we get   0 = -8 which means no solution 

If a=4, we get  0 = 0 which means infinitely many solutions 

Therefore, there is a unique solution if a≠4, -4 

 

21. Row reduce and find the solution: 3𝑥2 − 6𝑥3 + 6𝑥4 + 4𝑥5 = −5 

3𝑥1 − 7𝑥2 + 8𝑥3 − 5𝑥4 + 8𝑥5 = 9 

𝑥1 − 3𝑥2 + 4𝑥3 − 3𝑥4 + 2𝑥5 = 5 

[
1 −3 4 −3 2
0 1 −2 2 1
0 3 −6 6 4

|
5
−3
−5
]  

R3-3R2 → R3 

[
1 −3 4 −3 2
0 1 −2 2 1
0 0 0 0 1

|
5
−3
4
] REF  

R2-R3 → R2 

[
1 −3 4 −3 2
0 1 −2 2 0
0 0 0 0 1

|
5
−7
4
] 

R1-2R3 → R1 

[
1 −3 4 −3 0
0 1 −2 2 0
0 0 0 0 1

|
−3
−7
4
] 
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R1 + 3R2 → R1  

[
0  3 −6  6  4
3 −7 8 −5 8
1 −3 4 −3 2

|
−5
9
5
] 

R1 → R3 

[
1 − 3 4 −3  2
3 −7 8 −5 8
0 3 −6 6 4

|
5
9
−5
] 

R2-3R1 → R2 

[
1 − 3 4 −3  2
0 2   −4   4  2
0 3  −6   6  4

|
5
−6
−5
] 

R2 ÷ 2 → R2  

                 𝑠        𝑡  

         𝑥1     𝑥2       𝑥3      𝑥4      𝑥5 

[

   1    0   −2 −3 0

       0   1  −2   2   0

        0   0     0    0   1

|
−24
−7
4
] RREF  

 

Let 𝑥3 = 𝑠, 𝑥4 = 𝑡  

𝑥1 − 2𝑠 − 3𝑡 = −24 

 ∴ 𝑥1 = −24 + 2𝑠 + 3𝑡 

𝑥2 − 2𝑠 + 2𝑡 = −7 

      𝑥2 = −7 + 2𝑠 − 2𝑡 

𝑥5 = 4 

 

Solution is: 

[
 
 
 
 
𝑥1
𝑥2
𝑥3
𝑥4
𝑥5]
 
 
 
 

=

[
 
 
 
 
−24 + 2𝑠 + 3𝑡
−7 + 2𝑠 − 2𝑡

𝑠
𝑡
4 ]

 
 
 
 

=

[
 
 
 
 
−24
−7
0
0
4 ]
 
 
 
 

+ 𝑠

[
 
 
 
 
2
2
1
0
0]
 
 
 
 

+ 𝑡

[
 
 
 
 
3
−2
0
1
0 ]
 
 
 
 

 

𝑤ℎ𝑒𝑟𝑒 𝑠, 𝑡 ∈ 𝑅 
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22.  

[
1 1 −3
2 1 −1
6 3 −8

] 

[
1 1 −3
2 1 −1
6 3 −8

]    [
1 1 −3
0 −1 5
0 −3 10

]    [
1 1 −3
0 1 −5
0 0 0

]      [
1 0 2
0 1 −5
0 0 0

] 

R2-2R1 → 𝑅2              -R2→ 𝑅2                            R1-R2→ 𝑅1 

R3-6R1 → 𝑅3                        R3-3R2 → 𝑅3 

The rank is 2. i.e. 2 non-zero rows in RREF 

23. [
1 −3
𝑘 1

|
𝑘
4
] 

𝑅2 − 𝑘𝑅1 → 𝑅2 

[
1 −3
0 1 + 3𝑘

|
𝑘

4 − 𝑘2
] 

 infinitely many is impossible since k= -1/3 makes the left side 0 and  

k=2,-2 makes the right side 0 

no solution k= -1/3 

unique k≠ −1/3 

24. # 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 = 𝑛 − 𝑟 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 − 𝑟𝑎𝑛𝑘 

       # 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 = 𝑛 − 𝑟 = 4 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 − 2 𝑙𝑒𝑎𝑑𝑖𝑛𝑔 1′𝑠 

                                                    = 2 

  ∴ 𝑡ℎ𝑖𝑠 𝑚𝑒𝑎𝑛𝑠 𝑡ℎ𝑒 𝑙𝑎𝑠𝑡 𝑟𝑜𝑤 𝑚𝑢𝑠𝑡 𝑏𝑒 𝑎𝑙𝑙 0′𝑠 (since we already have two leading 1’s) 

   ∴ 𝑘2 − 9 = 0      𝑎𝑛𝑑    𝑘 − 3 = 0          ∴ 𝑘 = 3 

25. [
1 0 0
0 1 1
0 5 𝑘

|2
3
𝑘
4
] 𝑅3 − 5𝑅2 → 𝑅3  

[
1 0 0
0 1 1
0 0 𝑘 − 5

|2
3
𝑘

4 − 10𝑘
] 

If k=5, we get 0 0 0/ -46 which means no solution 

If k≠ 5, we get a unique solution 

There is no value of k that will make the bottom row a full row of 0’s, so infinitely many 

solutions is impossible.  
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5. Network Analysis 

 

Example 5.1. Find all solutions 𝑓 = (𝑓1, 𝑓2, 𝑓3) ∈ 𝑅
3 to the following network flow problem. 

 

  

Solution: 

 

 

 

 

 

f1+f3+5=3 

∴ f1+f3=-2       1 

 

 

 

f1 + f2 = 4        2  

 

 

f2 = f3+ 6 

f2-f3 = 6           3 

  



©Prep101              MATH 1600 Final Exam Booklet Solutions  

  74 

Matrix form  

 

[
1 0 1
1 1 0
0 1 −1

|
−2
4
6
] R2 – R1 → R2 

 

[
1 0 1
0 1 −1
0 1 −1

|
−2
6
6
] R3 – R2 → R3 

 

   𝑓1     𝑓2    𝑓3  

[
1 0 1
0 1 −1
0 0 0

|
−2
6
0
]  

 

Let 𝑓3 = 𝑡 (𝑡 ∈ 𝑅) parameter 

 

𝑓1 + 𝑡 =  −2 ∴ 𝑓1 = −2 − 𝑡  

 

𝑓2 − 𝑡 = 6                 𝑓2 = 6 + 𝑡   

 

∴ solution is  [

 𝑓1
 𝑓2
 𝑓3

] = [
−2 − 𝑡
6 + 𝑡
𝑡

] = [
−2
6
0
] + 𝑡 [

−1
1
1
]  𝑤ℎ𝑒𝑟𝑒 𝑡 ∈ 𝑅 

 

 

 

 

 

 

 

 



©Prep101              MATH 1600 Final Exam Booklet Solutions  

  75 

Example 5.2.  

 

If the solutions are: 

𝑓1 = 16 − 𝑡  

𝑓2 = 6 − 𝑡  

𝑓3 = 21 + 𝑡  

𝑓4 = 𝑡  

Flows are positive in real-life examples, so we get constraints for 𝒕  

Since 𝑓4 = 𝑡       𝑡 ≥ 0       ∴ 𝑓4 ≥ 0  

From 𝑓2 = 6 − 𝑡,       6 − 𝑡 ≥ 0        ∴ 6 ≥ 𝑡 or 𝑡 ≤ 6   

The other constraints won’t make any restrictions smaller than what we already have: 

∴ we get 0 ≤ 𝑡 ≤ 6  

 

and 

Since 𝑓1 = 16 − 𝑡    so, 10 ≤ 𝑓1 ≤ 16  

 

Substitute 𝑡 = 0, 𝑡 = 6 

𝑓2 = 6 − 𝑡    so, 0 ≤ 𝑓2 ≤ 6  

 

Substitute 𝑡 = 0, 𝑡 = 6 

𝑓3 = 21 + 𝑡    so, 21 ≤ 𝑓3 ≤ 27  

 

Substitute 𝑡 = 0, 𝑡 = 6 

𝑓4 = 𝑡      0 ≤ 𝑓4 ≤ 6  
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5.3 Homework on Chapter 5 

1. Find all solutions 𝑓 = (𝑓1, 𝑓2, 𝑓3) ∈ 𝑅
3 to the following network flow problem. 

 

 

A. 12 + 4 = 𝑓2 + 𝑓3        ∴ 𝑓2 + 𝑓3 = 16  1 

B. 10 + 𝑓2 + 20 = 𝑓1       ∴ 𝑓1 − 𝑓2 = 30  2 

C. 𝑓1 + 𝑓3 = 40    3 

 

Matrix form  

[
0 1 1
1 −1 0
1 0 1

|
16
30
40
] R1 switch R2   [

1 −1 0
0 1 1
1 0 1

|
30
16
40
]     R3 – R1→ R3 

[
1 −1 0
0 1 1
0 1 1

|
30
16
10
]     R3 – R2→ R3   

[
1 −1 0
0 1 1
0 0 0

|
30
16
−6
]    R1 – R2→ R1 

∴ 𝑛𝑜 solution 

   𝑓1     𝑓2    𝑓3  

[
1 0 1
0 1 1
0 0 0

|
46
16
−6
]   
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2. 

 

Consider the network of streets with intersections A, B, C, D, and E above. The arrows indicate 

the direction of traffic flow along the one-way streets, and the numbers refer to the exact number 

of cars observed to enter or leave A, B, C, D and E during one minute. Each xi denotes the 

unknown number of cars which passed along the indicated streets during the same period. 

a) Write down a system of linear equations which describes the traffic flow. 

b) Solve the system of linear equations. 

 

Solution: 

a) We can set up a system of linear equations based on each intersection: 

 

A: 1 290 10x x+ = +  

B: 140 40x= +  

C: 4 10 60 40x + = +  

D: 2 320x x= +  

E: 3 430x x+ =  

 

Simplifying, by putting variables on the left and numbers on the right, we get 

 

A C 

B 

D E 

x
1
 

x
2
 

x
3
 

x
4
 

40 
90 

40 

60 

30 

10 

20 
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A: 1 2 80x x− = −  

B: 1 0x =  

C: 4 90x =  

D: 2 3 20x x− =  

E: 3 4 30x x− = −  

 

Matrix form: 

1 1 0 0 80

1 0 0 0 0

0 0 0 1 90

0 1 1 0 20

0 0 1 1 30

− − 
 
 
 
 

− 
 − − 

 

 

Gauss time! 

[
 
 
 
 
1 −1 0 0 −80
1 0 0 0 0
0 0 0 1 90
0 1 −1 0 20
0 0 1 −1 −30]

 
 
 
 

 𝑅2→−𝑅1+𝑅2 
→           

[
 
 
 
 
1 −1 0 0 −80

0 1 0 0 80
0 0 0 1 90
0 1 −1 0 20
0 0 1 −1 −30]

 
 
 
 

 

 

 
𝑅1→𝑅2+𝑅1
𝑅4→−𝑅2+𝑅4

 

→           

[
 
 
 
 
1 0 0 0 0

0 1 0 0 80
0 0 0 1 90
0 0 −1 0 −60
0 0 1 −1 −30]

 
 
 
 

 

 

 𝑅3↔𝑅5 
→       

[
 
 
 
 
 
1 0 0 0 0

0 1 0 0 80

0 0 1 −1 −30
0 0 −1 0 −60
0 0 0 1 90 ]
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 𝑅4→𝑅3+𝑅4 
→          

[
 
 
 
 
 
1 0 0 0 0

0 1 0 0 80

0 0 1 −1 −30
0 0 0 −1 −90
0 0 0 1 90 ]

 
 
 
 
 

 

 

 𝑅4→−𝑅4 
→        

[
 
 
 
 
 
1 0 0 0 0

0 1 0 0 80

0 0 1 −1 −30

0 0 0 1 90
0 0 0 1 90 ]

 
 
 
 
 

 

 

 
𝑅3→𝑅4+𝑅3
𝑅5→−𝑅4+𝑅5

 

→           

[
 
 
 
 
 
1 0 0 0 0

0 1 0 0 80

0 0 1 0 60

0 0 0 1 90
0 0 0 0 0 ]

 
 
 
 
 

 

 

From the RREF matrix, we can see that 

1

2

3

4

0

80

60

90

x

x

x

x

=

=

=

=
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6. Linear Independence 

 

Example 6.1. 

Are the following vectors linearly independent or dependent? 

( ) ( ) ( ) 1,2 , 4,2 , 7,1  

Solution: 

( ) ( ) ( )  ( )

( ) ( ) ( ) ( )

1,2 , 4,2 , 7,1 0,0

1,2 4,2 7,1 0,0

4 7 0

2 2 0

span

a b c

a b c

a b c

=

+ + =

+ + =

+ + =

 

[
1 4 7
2 2 1

|
0
0
]

 𝑅2−2𝑅1→𝑅2 
→           [

1 4 7
0 −6 −13

|
0
0
] 

 𝑅2
(−6)

→𝑅2 

→       [
1 4 7
0 1 −13/6

|
0
0
] 

𝑅1−4𝑅2→𝑅1 
→          [

1 0 −5/3
0 1 13/6

|
0
0
] 

 

 

Since the third column is a free variable (parameter), this indicates that the vectors are linearly 

dependent. 
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Example 6.2.  

Is the set 
1 1 0 1 1 0

, ,
0 0 0 1 0 0

S
 

=  
 

     
     
     

 where 22S M  linearly independent or dependent? 

Solution: 

Using matrices,  

𝐶1 [
1 1
0 0

] + 𝐶2 [
0 1
0 1

] + 𝐶3 [
1 0
0 0

] = [
0 0
0 0

] 

Find 𝐶1, 𝐶2, and 𝐶3 

𝐶1 + 𝐶3 = 0  

𝐶1 + 𝐶2 = 0 

𝐶2 = 0 

[
1 0 1
1 1 0
0 1 0

|
0
0
0
] R2-R1 → R2 

[
1 0 1
0 1 −1
0 1 0

|
0
0
0
] R3-R2 → R3 

[
1 0 1
0 1 −1
0 0 1

|
0
0
0
] R2+R3 → R2 

[
1 0 1
0 1 0
0 0 1

|
0
0
0
] R1-R3 → R1 

[
1 0 0
0 1 0
0 0 1

|
0
0
0
] 

 

∴ since 𝑪𝟏 = 𝑪𝟐 = 𝑪𝟑 = 𝟎 the matrices are linearly independent  
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Example 6.3. 

Is the vector 𝑤⃗⃗ =(2,3,-7,3) in the linear span of 𝑣 1=(2,1,0,3), 𝑣 2= (3,-1,5,2) and 𝑣 3= (-1,0,2,1)? 

Solution: 

In other words, can you make w from a combination of 𝑣 1, 𝑣 2 and 𝑣 3? 

(2,3,-7,3)= c1(2,1,0,3)+ c2(3,-1,5,2) + c3 (-1,0,2,1) 

From the first entry:  2=2 c1+3c2- c3   

From the second entry:  3= c1- c2:   c1=3+ c2 

From the third entry:  -7=5 c2+2c3  c3= -7/2-5c2/2 

Sub back into the first equation 

2=2(3+ c2) +3 c2- (-7/2-5 c2/2) 

-15/2=15 C2/2 

C2= -1 

c1 =3+ c2=3+(-1)=2 

c1=2 

c3= -7/2 – 5/2 c2= - 7/2 – 5/2 (-1)= -2/2 = -1 

c3= -1 

Check to make sure this works for the fourth entry: 

3=3c1+2c2+ c3  

LS=3 RS=3(2)+2(-1)+ (-1) =3       

OR use matrices: 

 

[
2 3 −1
1 −1 0
0 5 2

|
2
3
7
]…𝑅𝑅𝐸𝐹 …[

1 0 0
0 1 0
0 0 1

|
2
−1
−1
] and we get 𝒄𝟏 = 𝟐, 𝒄𝟐 = −𝟏 𝒂𝒏𝒅 𝒄𝟑 = −𝟏. 

 

 

This works, so w is in the linear span of v1, v2 and v3 because w can be created by a linear 

combination of the three vectors. 

𝑤⃗⃗ = 2𝑣 1 − 𝑣 2 − 𝑣 3 
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Example 6.4.  Is vector 𝑏 in the span of the columns of matrix 𝐴? 

                 𝐴 = [
1 2
3 1

]       𝑏 = [
5
2
] 

Solution: 

          𝑏 is in the span of the columns of 𝐴 if the system 𝐴𝑥 = 𝑏 has a solution 

   Ie.  If 𝑥 + 2𝑦 = 5 

             3𝑥 + 𝑦 = 2     has a solution 

   [
1 2
3 1

|
5
2
]    →   𝑟𝑜𝑤 𝑟𝑒𝑑𝑢𝑐𝑒 

     𝑅2 − 3𝑅1 → 𝑅2       [
1 2
0 −5

|
5
−13

] 

       𝑅2 ÷ (−5) → 𝑅2 [
1 2
0 1

|
5
13
5⁄
] 

   𝑅1 − 2𝑅2 → 𝑅1   [
1 0
0 1

|
− 1 5⁄

13
5⁄
]    5 − 2 (

13

5
) =

25

5
−
26

5
= −

1

5
 

                           ∴ 𝑥 = −
1

5
, 𝑦 =

13

5
 

                      𝐴 [
−
1

5
13

5

] = [
5
2
].  Therefore, yes b is in the span of columns of A. (since it is a 

multiple of A) 
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Example 6.5.  Are the vectors 𝒖⃗⃗  (𝟐, −𝟏, 𝟏)  𝒗⃗⃗ (𝟑,−𝟒,−𝟐) 𝐚𝐧𝐝 𝒘⃗⃗⃗ (𝟓,−𝟏𝟎,−𝟖) 
 𝐥𝐢𝐧𝐞𝐚𝐫𝐥𝐲 𝐢𝐧𝐝𝐞𝐩𝐞𝐧𝐝𝐞𝐧𝐭?   
Solution: 

𝑐1𝑢⃗ + 𝑐2𝑣 + 𝑐3𝑤⃗⃗ = 0⃗  

2𝐶1 + 3𝐶2 + 5𝐶3 = 0 

−𝐶1 − 4𝐶2 − 10𝐶3 = 0     

𝐶1 − 2𝐶2 − 8𝐶3 = 0 

 

[
2 3 5
−1 −4 −10
1 −2 −8

 |
0
0
0
] …RRREF…[

1 0 −2
0 1 3
0 0 0

 |
0
0
0
]  

Let    𝐶3 = 𝑡 (parameter or free variable) 

∴  𝐶1 − 2𝑡 = 0    𝐶1 = 2𝑡  

      𝐶2 + 3𝑡 = 0     𝐶2 = −3𝑡 

 

∴ the solution is NOT the trivial one 𝐶1 = 𝐶2 = 𝐶3 = 0.   ∴ vectors are linearly dependent.  

 

OR use rankA=2<3=n, so they are linearly dependent. 
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Example 6.6.  

Let 𝐴1 = [
0 1
−2 0

]     𝐴2 = [
1 0
0 1

]    𝐴3 = [
1 1
1 2

] 

 Is 𝐵 = [
4 5
−1 7

] a linear combination of 𝐴1, 𝐴2 𝑎𝑛𝑑 𝐴3? 

Solution: 

 

We want to find scalars 𝐶1, 𝐶2 𝑎𝑛𝑑 𝐶3 such that 

    𝐶1𝐴1 + 𝐶2𝐴2 + 𝐶3𝐴3 = 𝐵 

 

  𝐶1 [
0 1
−2 0

] + 𝐶2 [
1 0
0 1

] + 𝐶3 [
1 1
1 2

] = [
4 5
−1 7

] 

  

   [
𝐶2 + 𝐶3 𝐶1 + 𝐶3
−2𝐶1 + 𝐶3 𝐶2 + 2𝐶3

] = [
4 5
−1 7

] 

 

 𝐶2 + 𝐶3 = 4 

𝐶1 + 𝐶3 = 5 

−2𝐶1 + 𝐶3 = −1 

𝐶2 + 2𝐶3 = 7 

 

[

0 1 1
1 0 1
−2 0 1
0 1 2

|

4
5
−1
7

] 𝑅1 ↔ 𝑅2 [

1 0 1
0 1 1
−2 0 1
0 1 2

|

5
4
−1
7

] 𝑅3   +  2𝑅1 → 𝑅3   𝑎𝑛𝑑 𝑅4 − 𝑅2 → 𝑅4 

 

[

1 0 1
0 1 1
0 0 3
0 0 1

|

5
4
9
3

] 𝑅3   ÷ 3 → 𝑅3   [

1 0 0
0 1 1
0
0
0
0
1
1

|

2
4
3
3

]  𝑅2 − 𝑅3   → 𝑅2 and 𝑅4 − 𝑅3 → 𝑅4 

                                        

[

1 0 0
0 1 0
0
0
0
0
1
0

|

2
1
3
0

]                        ∴ 𝐶1 = 2, 𝐶2 = 1 , 𝐶3 = 3 

 

Therefore, B is a linear combination of 𝐴1, 𝐴2 𝑎𝑛𝑑 𝐴3. 

 

B= 2𝐴1 + 𝐴2 + 3𝐴3 
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Example 6.7. Determine if the matrices are linearly independent.  

𝐴 = [
0 1
4 2
−1 0

]  𝐵 = [
1 0
2 4
1 1

]  𝐶 = [
−2 −1
0 2
0 1

]  𝐷 = [
−1 −3
1 8
3 4

] 

Solution: 

We need to find the constants so that:  𝐶1𝐴 + 𝐶2𝐵 + 𝐶3𝐶 + 𝐶4𝐷 = 0 

𝐶1 [
0 1
4 2
−1 0

] + 𝐶2 [
1 0
2 4
1 1

] + 𝐶3 [
−2 −1
0 2
0 1

] + 𝐶4 [
−1 −3
1 8
3 4

] = [
0 0
0 0
0 0

] 

𝐶2 − 2𝐶3 − 𝐶4 = 0 

𝐶1 − 𝐶3 − 3𝐶4 = 0 

4𝐶1 + 2𝐶2 + 𝐶4 = 0 

2𝐶1 + 4𝐶2 + 2𝐶3 + 8𝐶4 = 0 

−𝐶1 + 𝐶2 + 3𝐶4 = 0 

𝐶2 + 𝐶3 + 4𝐶4 = 0 

𝐶1     𝐶2      𝐶3     𝐶4 

[
 
 
 
 
 
0
1
4

1
0
2

2
−1
0

4
1
1

−2
−1
0

−1
−3
1

2
0
1

8
3
4

|

|

0
0
0
0
0
0]
 
 
 
 
 

…RREF

[
 
 
 
 
 
1
0
0

0
1
0

0
0
0

0
0
0

0
0
1

0
0
0

0
0
0

1
0
0

|

|

0
0
0
0
0
0]
 
 
 
 
 

 

The solution is: 
𝐶1 = 𝐶2 = 𝐶3 = 𝐶4 = 0 ∴ the set of matrices is linearly independent  

(only the trivial solution) 
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6.5 Homework on Chapter 6 

1.Determine whether the set ( ) ( ) ( ) ( ) 2,0,4,2,0,2,2,2,2,2,0,2,1,1,2,1=S  is linearly dependent. 

Step 1: 

Write the vectors in the set as the columns of a matrix. 

We’ll call this matrix A.  We find: 



















=

2021

0221

4202

2221

A . 

Step 2: 

Reduce the matrix A into row-reduced echelon form. 



















2021

0221

4202

2221



















−

−

−−
→

0200

2000

0240

2221



















→

1000

0100

0010

0001

 

Therefore, since matrix A reduces to the identity matrix, the set must be linearly independent. 

 

 

 

 

 

 

 

 

 

 

 



















−

−
→

0200

2000

02110

2221



















→

1000

0100

02110

2221
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2. Determine whether each of the following sets of vectors is linearly independent: 

a) [
1
3
] [
−1
5
] Since neither vector is a multiple of the other, they are 

                      NOT dependent 

    ∴the set is linearly independent 

 

b) [
0
1
1
] , [

0
1
−1
] , [
1
0
1
] 

     Find 𝐶1, 𝐶2 𝑎𝑛𝑑 𝐶3 

 𝐶1 [
0
1
1
] + 𝐶2 [

0
1
−1
] + 𝐶3 [

1
0
1
] = [

0
0
0
] 

 

 

                      𝐶3 = 0 

                   𝐶1 + 𝐶2 = 0 

                   𝐶1 − 𝐶2 + 𝐶3 = 0 

 Since 𝐶3 = 0 

    We have:    𝐶1 + 𝐶2 = 0 

                         𝐶1 − 𝐶2 = 0 

                        Add    2𝐶1 = 0 

                                    𝐶1 = 0 

                  ∴ 𝐶1 = 𝐶2 = 𝐶3 = 0   they are linearly independent  

(only the trivial solution) 

 

 

 

c) [
1
3
0
] , [

1
1
−1
] , [
−1
3
3
] 

                 [
1 1 −1
3 1 3
0 −1 3

|
0
0
0
]           [

1 1 −1
0 −2 6
0 −1 3

|
0
0
0
]  

         𝑅2 − 3𝑅1 → 𝑅2           𝑅2 ÷ (−2) → 𝑅2 

 

 [
1 1 −1
0 1 −3
0 −1 3

|
0
0
0
]      [

1 1 −1
0 1 −3
0 0 0

|
0
0
0
]            [

1 0 2
0 1 −3
0 0 0

|
0
0
0
] 

 𝑅3 + 𝑅2 → 𝑅3         𝑅1 − 𝑅2 → 𝑅1     𝑖𝑛𝑓𝑖𝑛𝑖𝑡𝑒𝑙𝑦 𝑚𝑎𝑛𝑦 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠 
      𝐶3 = 𝑡 
     𝐶1 = −2𝑡 
       𝐶2 = 3𝑡     ∴ linearly dependent 

      (−2𝑡, 3𝑡, 𝑡) where 𝑡 ∈ 𝑅. 
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3. a) Are the following vectors linearly independent or dependent? 

( ) ( ) ( ) 1,0,2 , 1,0,1 , 0,1,2  

 

( ) ( ) ( )  ( )

( ) ( ) ( ) ( )

1,0,2 , 1,0,1 , 0,1,2 0,0,0

1,0,2 1,0,1 0,1,2 0,0,0

0

0

2 2 0

0

2 0

0

2 0

0, 0

0

span

a b c

a b

c

a b c

a b b a

a b

c

a a

a b

a b c

=

+ + =

+ =

=

+ + =

+ = → = −

+ =

=

− =

= =

 = = =
 

Since the only solution is the trivial solution, the vectors are linearly independent. 
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b)  Is the set 
1 1 0 1 1 0

, ,
0 1 0 1 1 0

W
 

=  
 

     
     
     

 where 22W M  linearly independent or dependent? 

1 1 0 1 1 0
, ,

0 1 0 1 1 0

1 1 0 1 1 0

0 1 0 1 1 0

0 0

0 0

0

0

0

0

0

spanW span

b c

a c

a b

a

a

c

a b

b c

     
=      

     

     
+ +     

     

 
=  

 

+ =

+ =

=



 
 


=

+ =

= = =



 

 

Since the only solution is the trivial solution, the vectors are linearly independent. 
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4. Given the vectors , , , and , express  as a 

linear combination of ,  and . 

 

Identify scalars a, b, c such that: 

 

 

 

Thus: 

1.  

2.  

3.  

 

Eqn.2-Eqn1  

Substitute  into Eqn. 3  

Substitute ,  into Eqn. 2  

 

Therefore: 

 
 

OR 

 

[
1 1 1
2 1 1
3 1 0

|
9
14
16
]𝑅𝑅𝐸𝐹 … [

1 0 0
0 1 0
0 0 1

|
5
1
3
] 

 

 

 

 

 

 

 

 

 

 

( )3,2,11 =v
 ( )1,1,12 =v

 ( )0,1,13 =v


( )16,14,94 =v


4v


1v


2v


3v


3214 vcvbvav


++=

)0,1,1()1,1,1()3,2,1()16,14,9( cba ++=

)3,2,()16,14,9( bacbacba +++++=

9=++ cba

142 =++ cba

163 =+ ba

5= a

5=a 1= b

5=a 1=b 3= c

3214 35 vvvv


++=
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5. Do the vectors v1=(2,-1,3), v2= (4,1,2) and v3= (8,-1,8) span R3? 

 

In other words can any vector w=(x,y,z) be made from a combination of v1, v2 and v3? 

(x,y,z) =a1(2,-1,3) + a2 (4,1,2) + a3(8,-1,8)  

 

From the first entry:  x = 2a1 + 4a2 + 8a3   a1 = x/2 – 2a2 – 4a3  

From the second entry:  y = -a1 + a2 – a3  y = - (x/2 – 2a2 – 4a3)  + a2 – a3  

y = -x/2 + 3a2 + 3a3   

3a2=y – x/2 - 3a3 

a2 = y/3 + x/6 - a3  

From the third entry:  z = 3a1 + 2a2 +8a3   

z = (3x/2 - 6 (y/3 + x/6 - a3) – 12a3) + (2y/3 + x/3 – 2a3) +8a3  

z = 3x/2 -2y – x+ 6a3 – 12a3 + 2y/3 + x/3 +6a3 

z –5x/6+4y/3 = 0a3    

 

There is no value of a3   that will work therefore these vectors do not span R3. 
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6. Find all values of k for which the set of vectors  is linearly independent. 

 

We’ll use the test for linear dependence. 

First, place the vectors in the set as the columns of a vector.  We find: 

[
1 0 𝑘
0 3 𝑘
1 2 3

] 

 

Now we row-reduce this vector as follows: 

[
1 0 𝑘
0 3 𝑘
1 2 3

] →  [
1 0 𝑘
0 3 𝑘
1 2 3 − 𝑘

] →  [

1 0 𝑘

0 1
𝑘

3
1 2 3 − 𝑘

] →  

[
 
 
 
 
1 0 𝑘

0 1
𝑘

3

0 0 3 − 𝑘 − (
2𝑘

3
)]
 
 
 
 

 

→ [

1 0 𝑘
0 1 𝑘/3

0 0
9−5𝑘

3

] do R3 – R1→ 𝑅3, 𝑅3 − 2𝑅2 → 𝑅3) 

Rough work: 3 − 𝑘 −
2𝑘

3
=
9

3
−
3𝑘

3
−
2𝑘

3
=
9−5𝑘

3
 

In order for the vectors above to be linearly dependent, their corresponding matrix must 

reduce to the identity matrix.  In order for the above matrix to be reduced to the identity 

matrix, the third row must have a leading 1.  This leading 1 can then be manipulated to 

“clear” the entries above it. 

 

In order for this entry to be made into a leading 1, it cannot be zero. 

Thus, we find the condition: 

 

9 – 5k≠ 0 

. 

Thus, the set of vectors is linearly independent for  such that . 

( ) ( ) ( ) 3,,,2,3,0,1,0,1 kk

0
3

59


− k

5

9
 k

k
5

9
k
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7. Let s = {u, v, w}be a linearly independent set of vectors in a vector space V.  Which of the 

following sets are also linearly independent? 

A. {0, u + v, v − w}  

B. {2u, −v, 3w} 

C. {u, u + v, u + w} 

(1) B and C    

(2) All 

(3) A and C 

(4) C only 

(5) A and B 

 

The answer is (1):  B and C. 

 

Statement A is NOT true since k10 + k2(u + v) + k3( v − w) = 0 k2u + (k3 + k2)v − k3w = 0.  

But u, v, and w are linearly independent. Hence k2 = 0 and k3 = 0 but k1 can be either 0 or non-

zero number.  Therefore, the set {0, u + v, v − w}are linearly dependent. In general, any set 

containing the vector 0 is linearly dependent, for the same reason. 

Statement B is True since k1(2u) + k2(−v) + k3(3w) = 0 2k1u − k2v + 3k3w = 0.  But u, v, and 

w are linearly independent.  Therefore, 2k1 = 0, −k2 = 0, and 3k3 = 0.  Or k1 = k2 = k3 = 0. 

Statement C is True since k1u + k2(u + v)  + k3(u + w) = 0 

 (k1 + k2 + k3)u  + k2v + k3w = 0 k1 + k2 + k3 = 0, k2 = 0, and k3 = 0 k1 = k2 = k3 = 0. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 





  
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8. For what values of k is M = in the vector space W = span { }? 

 

(1) k = 2 and k = −1   

(2) k = 0 

(3) k = −2 and k = −1 

(4) k = 2 

(5) k = 2 and k = −2 

 

The answer is (1):  k = 2 and k = −1. 

 

 where a, b are numbers. 

=   

b=4+a 

a+ 4b = 1 

a +4 (4+a)=1 

a+16+4a =1 

5a = - 15 

a= -3 

So, b= 4 + ( -3) = 1 

. 

a + bk2 = k – 1 

-3 + k2= k – 1 

k2 – k – 2 = 0 

(k-2)(k-1)=0 and we get k=2, - 1.










− 11

41

k















 −

4

14
,

11

11
2k









+







 −
=









− 4

14

11

11

11

41
2k

ba
k










− 11

41

k









++

−+

babka

abba

4

4
2







=

−=






=−−

−==






=+−=+

=−=+

2

1

02

3,1

14,1

4,14

22 k

k

kk

ab

bakbka

abba
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9. Show that 𝑅2 = 𝑠𝑝𝑎𝑛 ([
2
2
] , [

2
−2
]). 

We must show that for any vector 

      [
𝑎
𝑏
] ,       𝑥 [

2
2
] + 𝑦 [

2
−2
] = [

𝑎
𝑏
] 

   for some 𝑥 𝑎𝑛𝑑 𝑦. 

  [
2 2
2 −2

|
𝑎
𝑏
]     𝑟𝑜𝑤 𝑟𝑒𝑑𝑢𝑐𝑒    𝑅1 ÷ 2 → 𝑅1 

                                                      𝑅2 − 𝑅1 → 𝑅2 

  [
1 1
0 −4

|
𝑎
2⁄

𝑏 − 𝑎
]       𝑅2 ÷ (−4) → 𝑅2 

   [
1 1
0 1

|

𝑎
2⁄

𝑏−𝑎

−4

]         𝑅1 − 𝑅2 → 𝑅1 

Or   [
1 1
0 1

|

𝑎
2⁄

𝑎−𝑏

4

]                   
𝑎

2
−
𝑎−𝑏

4
 

         [
1 0
0 1

|

𝑎+𝑏

4
𝑎−𝑏

4

]                 =
2𝑎−𝑎+𝑏

4
 

                                               =
𝑎+𝑏

4
 

  ∴
𝑎+𝑏

4
[
2
2
] +

𝑎−𝑏

4
[
2
−2
] = [

𝑎
𝑏
] 
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10. If  and . Find a linear combination of P1 and P2 given 

above, which is equal to . 

 

We need to find  and  so that  

 

 

So, we must have 

  

multiply the first equation by 5 and the second equation by 5 as well 

 4 a + b = 30 

2 a – 2b = 10 (divide by 2) 

Adding the equations below: 

 

so  

  

  Thus, 

   

   

 

 

 

 

P1 =
4 /5 2/5

2/5 1/5

 

 
 

 

 
 

 

P2 =
1/5 −2/5

−2/5 4 /5

 

 
 

 

 
 










32

26

 

a

 

b

 

a
4 /5 2/5

2/5 1/5

 

 
 

 

 
 + b

1/5 −2/5

−2/5 4 /5

 

 
 

 

 
 =

6 2

2 3

 

 
 

 

 
 

 

4
5
a + 1

5
b = 6

2
5
a − 2

5
b = 2

1
5
a + 4

5
b = 3

 

4a+ b = 30

  a− b = 5

     5a = 35  a = 7, b = a− 5 = 2

 

7
4 /5 2/5

2/5 1/5

 

 
 

 

 
 + 2

1/5 −2/5

−2/5 4 /5

 

 
 

 

 
 =

6 2

2 3

 

 
 

 

 
 
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11. Is 𝐶 = [
5 2
5 6

] a linear combination of 𝐴1, 𝐴2&𝐴3? 

   Find 𝐶1, 𝐶2&𝐶3: 

 𝐶1 [
0 1
−2 0

] + 𝐶2 [
1 0
0 1

] + 𝑐3 [
1 1
1 2

] = [
5 2
5 6

] 

 

   [
𝐶2 + 𝐶3 𝐶1 + 𝐶3
−2𝐶1 + 𝐶3 𝐶2 + 2𝐶3

] = [
5 2
5 6

] 

𝐶2 + 𝐶3 = 5 

𝐶1 + 𝐶3 = 2 

−2𝐶1 + 𝐶3 = 5 

𝐶2 + 2𝐶3 = 6 

[

    0 1 1
    1 0 1
−2 0 1
    0 1 2

|

5
2
5
6

] R1 → R2 

 

[

    1 0 1
    0 1 1
−2 0 1
    0 1 2

|

2
5
5
6

] R3+2R1 → R3 (5+2(2))   [

1 0 1
0 1 1
0 0 3
0 1 2

|

2
5
9
6

]R3÷ 3→ R3 

 

[

1 0 1
0 1 1
0 0 1
0 1 2

|

2
5
3
6

]R4-R2 → R4 

 

[

1 0 1
0 1 1
0 0 1
0 0 1

|

2
5
3
1

]R4-R3 → R4 

 

[

1 0 1
0 1 1
0 0 1
0 0 0

|

2
5
3
−2

] No Solution 

 

∴ C is NOT a linear combination of 𝐴1, 𝐴2 and of 𝐴3  
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12. Determine if matrices 𝐴 = [
2 0
−3 1

]  𝐵 = [
−4 −1
0 5

]  𝐶 = [
−16 −6
−12 34

] are linearly 

independent. 

𝐶1 [
2 0
−3 1

] + 𝐶2 [
−4 −1
0 5

] + 𝐶3 [
−16 −6
−12 34

] = [
0 0
0 0

] 

 

2𝐶1 − 4𝐶2 − 16𝐶3 = 0 

−𝐶2 − 6𝐶3 = 0 

−3𝐶1 − 12𝐶3 = 0 

𝐶1 + 5𝐶2 + 34𝐶3 = 0 

 

[
   
2
0
−3
   1

 

 −4
  −1

     
0
5

 
   −16
    −6

   
−12
    34

|

0
0
0
0

]RREF…[

1
0
0
0

 

   0
   1

   
0
0

 
   4
  6

   
0
 0 

|

0
0
0
0

] let 𝐶3 = 𝑡 

 

 

𝐶1 + 4𝑡 = 0 ∴ 𝐶1 = −4𝑡  

𝐶2 + 6𝑡 = 0 ∴ 𝐶2 = −6𝑡  

 

∴ solution is [
𝐶1
𝐶2
𝐶3

] = [
−4𝑡
−6𝑡
𝑡
]  

 

            = 𝑡 [
−4
−6
1
]  

 

                   𝑤ℎ𝑒𝑟𝑒   𝑡𝜖𝑅  

 

∴ the set of matrices A, B, C is linearly dependent (not just the solution 𝐶1 = 𝐶2 = 𝐶3 = 0)  
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13. a) 𝑐1 [
4
1
] + 𝑐2 [

−8
−2
] = [

6
5
]  

 

4𝑐1 − 8𝑐2 = 6  

𝑐1 − 2𝑐2 = 5  

 

Row reduce:  

[
4 −8
1 −2

|
6
5
]  C1↔C2 

[
1 −2
4 −8

|
5
6
]  C2 -4C1→ 𝐶2 

[
1 −2
0 0

|
5
−12

] C2 – 2C1→ 𝐶2 

 

∴ Since there is no solution; 𝑣  is not a linear combination of vectors 𝑢1⃗⃗⃗⃗  and 𝑢2⃗⃗⃗⃗  

𝑏) 𝑐1 [
5
0
0
] + 𝑐2 [

4
20
0
] + 𝑐2 [

−1
−6
2
] = [

0
22
6
]  

 

5𝑐1 + 4𝑐2 − 𝑐3 = 0  

20𝑐2 − 6𝑐3 = 22  

2𝑐3 = 6  

 

∴ from the last equation 𝑐3 = 3 

Using back substitution  

20𝑐2 − 6𝑐3 = 22  

20𝑐2 − 6(3) = 22  

20𝑐2 = 22 + 18  

20𝑐2 = 40  

𝑐2 = 2  
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5𝑐1 + 4𝑐2 − 𝑐3 = 0  

5𝑐1 + 4(2) − (3) = 0  

5𝑐1 + 8 − 3 = 0  

5𝑐1 = −5  

𝑐1 = −1  

∴ 𝑣  is a linear combination of 𝑢1⃗⃗⃗⃗ , 𝑢2⃗⃗⃗⃗   and 𝑢3⃗⃗ ⃗⃗  ⃗ 

and 𝑣 = −𝑢1⃗⃗⃗⃗ + 2𝑢2⃗⃗⃗⃗ + 3𝑢3⃗⃗⃗⃗  

 

14. Recall, 𝑏 is in the span of the columns of 𝐴 if and only if 𝐴𝑥 = 𝑏 has a solution.  

3𝑥 + 3𝑦 = 15  

2𝑥 + 3𝑦 = 13  

 

[
3 3
2 3

|
15
13
] R1 × 1/3 →R1 

[
1 1
2 3

|
5
13
] R2 - 2R1→R2 

[
1 1
0 1

|
5
3
] R1- R2→R1 

[
1 0
0 1

|
2
3
] 

There is a unique solution. AX=b, so: 

∴ 𝐴 [
2
3
] = [

15
13
] and yes, 𝑏 is in the span of 𝐴.  
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7. Matrices, Matrix Operations, and Matrix Algebra 

 

Example 7.1. State the dimension of each matrix. 

a)[
1
2
] dim  2 × 1 

b) [
1 3 4
2 3 2

] dim is 2×3 

 

c) [3 5 4] dim is 1×3 

  

d) [
1 3
2 3
3 6

] dim is 3×2 

 

e) [

1 1 0
2 2 1
4 3 6
5 4 7

]  dim is 4×3 

 

Example 7.2. 

[
1 2
3 4

] + [
5 6
7 8

] = [
6 8
10 12

].  

 

Example 7.3. 

 

[
1 2
3 4

] − [
5 6
7 8

] = [
1 − 5 2 − 6
3 − 7 4 − 8

] = [
−4 −4
−4 −4

] 

Scalar Multiplication: 

Multiply every entry in the matrix by the scalar k. 
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Example 7.4. 𝐴 = [
1 −1 2
2 2 −1
3 1 2

]    𝑎𝑛𝑑   𝐵 = [
2 3 −2
2 3 2
1 −1 3

] 

 Find 2A - 3B 

Solution: 

2 [
1 −1 2
2 2 −1
3 1 2

] − 3 [
2 3 −2
2 3 2
1 −1 3

]=[
−4 −11 10
−2 −5 −8
3 5 −5

] 

 

Example 7.5.  Find the transpose of each matrix. 

b)  B= [
1 2 3
4 5 6
7 8 9

]   

Solution: 

𝐵𝑇 = [
1 4 7
2 5 8
3 6 9

] 

 

c) C= [2 3 4]   

Solution: 

𝐶𝑇 = [
2
3
4
] 

Example 7.6.  

 

Solution: 

a) 3x2 multiplied by 2x2 

 

Possible and answer is 3x2  

[
0 + 9 0 + 6
2 + 3 1 + 2
6 − 3 3 − 2

] = [
9 6
5 3
3 1

] 

 

 

b) 1x3 multiplied by 3x1 

Possible and answer is 1x1 
[−4 + 10 + 12] = [18] 
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c) 2x4 multiplied by 3x3 

 

Since 4≠3, this product is NOT possible. 

 

d) 3x1 multiplied by a 1x3, gives a 3x3 

[
−1 −3 −4
2 6 8
1 3 4

] 

 

 

Example 7.7. Consider the following matrices A, B, C, and D: 

 
1 0 3 7 5 1 2 3 3 4

, , ,
4 5 2 2 5 3 3 2 1 3

A B C D
− −       

= = = =       
− − − − −       

 

Compute each matrix sum or product (if possible) or explain why an expression is undefined. 

a) 3B A−  

b) CD  

c) TC D  

Solution: 

a) ( )
7 5 1 1 0 3 7 5 1 3 0 9 4 5 10

3 3
2 5 3 4 5 2 2 5 3 12 15 6 10 10 9

B A
− − − − −         

− = + − = + =         
− − − − − − − − −         

 

b) 
2 3 3 4 3 17

3 2 1 3 11 6
CD

     
= =     

− − − −     
 

c) 
2 3 3 4 9 1

3 2 1 3 7 18

TC D
− −     

= =     
−     
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Example 7.8. Use matrix column representation of the product to write each column of 𝐴𝐵 as a 

linear combination of the columns of A, where: 

𝐴 = [
1 0 2
−1 1 3
0 1 1

]  𝐵 = [
1 2 −1
0 2 1
3 0 1

]    

Solution: 

The column vectors of 𝐵 are  

𝑏1 [
1
0
3
]     𝑏2 [

2
2
0
]     𝑏3 [

−1
1
1
]  

 

So, the matrix column representation is  

𝐴𝑏1 = 1 [
1
−1
0
] + 0 [

0
1
1
] + 3 [

2
3
1
] = [

7
8
3
]  

𝐴𝑏2 = 2 [
1
−1
0
] + 2 [

0
1
1
] + 0 [

2
3
1
] = [

2
0
2
]  

𝐴𝑏3 = −1 [
1
−1
0
] + 1 [

0
1
1
] + 1 [

2
3
1
] = [

1
5
2
]  

 

∴ 𝐴𝐵 = [
7 2 1
8 0 5
3 2 2

]   
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Example 7.9. If 𝐴 = [
4 3 2
0 −1 1

]  and 𝐵 = [
2 −1
1 2
3 0

] 

then  

𝐴𝑏1 = [
4 3 2
0 −1 1

] [
2
1
3
] = [

17
2
] and 𝐴𝑏2 = [

4 3 2
0 −1 1

] [
−1
2
0
] = [

2
−2
] 

 

Therefore, 𝐴𝐵 = [𝐴𝑏1 𝐴𝑏2] = [
17 2
2 −2

] . 

 

Notice here that the matrix-column representation of AB enables us to write each column of AB 

as a linear combination of the columns of A with the coefficients being the entries of B.  

For example,  

[
17
2
] = [

4 3 2
0 −1 1

] [
2
1
3
] = 2 [

4
0
] + 1 [

3
−1
] + 3 [

2
1
] 

Suppose A is 𝑚 × 𝑛 and B is 𝑛 ×  𝑟, so the product AB exists. 

 If we partition A in terms of its row vectors, as  

𝐴 =

[
 
 
 
 
𝐴1
𝐴2.
.
.
𝐴𝑚]
 
 
 
 

 

 

Then  

𝐴 =

[
 
 
 
 
𝐴1
𝐴2.
.
.
𝐴𝑚]
 
 
 
 

    𝐵 =

[
 
 
 
 
𝐴1𝐵
𝐴2𝐵.
.
.

𝐴𝑚𝐵]
 
 
 
 

 

 

Once again, this result is a direct consequence of the definition of matrix multiplication. The 

form on the right is called the row-matrix representation of the product.  
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Example 7.10. Using the row-matrix representation, compute AB  

𝐴 = [
4 3 2
0 −1 1

]  and 𝐵 = [
2 −1
1 2
3 0

] 

We compute  

 

𝐴1𝐵 = [4 3 2] [
2 −1
1 2
3 0

] = [17 2] and 𝐴2𝐵 = [0 −1 1] [
2 −1
1 2
3 0

] = [2 −2]  

 

Therefore, 𝐴𝐵 = [
𝐴1𝐵
𝐴2𝐵

] = [
17 2
2 −2

], as before.  

 

The definition of the matrix product AB uses the natural partition of A into rows and B into 

columns, this form might well be called the row-column representation of the column-row 

representation of the product.  

 

In this case, we have  

𝐴 = [𝑎1 𝑎2 … 𝑎𝑛] and 𝐵 =

[
 
 
 
 
𝐵1
𝐵2.
.
.
𝐵𝑛]
 
 
 
 

      

so  

𝐴𝐵 = [𝑎1 𝑎2 … 𝑎𝑛] 

[
 
 
 
 
𝐵1
𝐵2.
.
.
𝐵𝑛]
 
 
 
 

= 𝑎1𝐵1 + 𝑎2𝐵2 +⋯+ 𝑎𝑛𝐵𝑛   (2) 

Here, note that the sum resembles a dot product expansion; the difference is that the individual 

terms are matrices, not scalars. Let’s make sure that this makes sense. Each term, 𝑎𝑖𝐵𝑖 is the 

product of an 𝑚 × 1 and a 1 × 𝑟 matrix. Thus, each 𝑎𝑖𝐵𝑖 is an 𝑚 × 𝑟 matrix – the same size as 

AB. The products 𝑎𝑖𝐵𝑖 are called outer products, and (2) is called the outer product expansion 

of AB.  

Poole, D. (2014). Linear Algebra: A Modern Introduction (4th Edition). Cengage.  
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Example 7.11.  Let A=[
1 0
0 3

]. Find 𝐴2 𝑎𝑛𝑑 𝐴3 𝑎𝑛𝑑 𝐴45. 

Solution: 

𝐴2 = [
1 0
0 3

] [
1 0
0 3

]=[
1 0
0 9

]...the 2,2 entry is 32=9 

𝐴3 = 𝐴𝐴2 = [
1 0
0 3

] [
1 0
0 9

] = [
1 0
0 27

]...the 2,2 entry is 33=27 

𝐴45 = [
1 0
0 345

] 

 

Example 7.12.  If A is a 2x4 matrix, BT is a 4x3 matrix and C is a 2x3 matrix, then ATC + B is: 

A. undefined B. a 3x4 C. a 2x4 D. a 2x3 E. none of the above 

Solution: 

AT  is a 4x2 

ATC is a 4x2 2x3 which gives a 4x3 

so the final answer is a 4x3 + 3x4 which is not defined and the answer is A. 

 

Example 7.13. Given the matrices 

1 0 2

0 1 0

0 0 1

E

 
 

=
 
  

 and 

1 5 6 0

8 4 7 1

2 5 1 7

A

 
 

= −
 
 − 

, determine EA , 

and explain (in words) the action of the elementary matrix on matrix A. 

 

Solution: 

5 5 8 14

8 4 7 1

2 5 1 7

EA

− 
 

= −
 
 − 

 

Row 2 and Row 3 are unchanged and can be copied directly from matrix A. 

Row 1 is a linear combination of R1 + 2R3 from A. 
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Example 7.14. Given A=[
3 2 −1
4 2 1

], find 𝐴𝑒3 and 𝑒2𝐴. 

Solution: 

𝐴𝑒3 = [
3 2 −1
4 2 1

] [
0
0
1
] = [

−1
1
]   ∴ this is the 3rd column of A 

                     2 × 3     3⏟  × 1          𝐴𝑛𝑠  2 × 1 

 𝑒2𝐴 = [0 1] [
3 2 −1
4 2 1

] = [4 2 1]   ∴ this is the 2nd row of A 

                     1 × 2      2⏟  × 3         𝐴𝑛𝑠  1 × 3 
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Example 7.15. If 𝐵 = [
𝑎 𝑏
𝑐 𝑑

]  and 𝐴 = [
0 1
1 1

] 

 

𝐴𝐵 = [
0 1
1 1

] [
𝑎 𝑏
𝑐 𝑑

] = [
𝑐 𝑑

𝑎 + 𝑐 𝑏 + 𝑑
]  

𝐵𝐴 = [
𝑎 𝑏
𝑐 𝑑

] [
0 1
1 1

] = [
𝑏 𝑎 + 𝑏
𝑑 𝑐 + 𝑑

]  

Since 𝐴𝐵 = 𝐵𝐴 

[
𝑐 𝑑

𝑎 + 𝑐 𝑏 + 𝑑
] = [

𝑏 𝑎 + 𝑏
𝑑 𝑐 + 𝑑

]  

 

∴       𝑐 = 𝑏 1                        𝑑 = 𝑎 + 𝑏 2    

  𝑎 + 𝑐 = 𝑑 3                𝑏 + 𝑑 = 𝑐 + 𝑑 4   

 

From 1  𝑏 = 𝑐  

From 2  and 3  

𝑎 + 𝑏 = 𝑑  

𝑎 + 𝑐 = 𝑑  

 

∴   𝑎 + 𝑏 = 𝑎 + 𝑐  

∴   𝑏 = 𝑐 (same as 1 )  

From 2  𝑑 = 𝑎 + 𝑏 substitute into 3  

𝑎 + 𝑐 = 𝑎 + 𝑏  

∴ 𝑐 = 𝑏 (same again!)  

From 4   𝑏 + 𝑑 = 𝑐 + 𝑑 

∴ 𝑏 = 𝑐 too!  

∴ 𝑐 = 𝑏 and 𝑑 = 𝑎 + 𝑏  

∴ 𝐵 = [
𝑎 𝑏
𝑏 𝑎 + 𝑏

]  
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Example 7.16. Consider the following matrix: 

2 0 0

0 6 0

0 0 4

A

− 
 

=
 
  

 

Determine: 

a) 
3A  

b) 
2A−
 

Solution: 

Since A is a diagonal matrix, this will greatly simplify our calculations. 

a) 3

8 0 0

0 216 0

0 0 64

A

− 
 

=
 
  

 

b) 

2 0 0

0 6 0

0 0 4

A

− 
 

=
 
  

 

 

1

2

1

3

1/ 0 0 0 0

0 1/ 0 0 0

0 0 1/ 0 0

0 0 0 0 1/ n

d

d

D d

d

−

 
 
 
 =
 
 
  

 

 

𝐴−1 = [

1/𝑎1 0 0
0 1/𝑎2 0
0 0 1/𝑎3

] 

 

 

𝐴−2 = [

1/𝑎1
2 0 0

0 1/𝑎2
2 0

0 0 1/𝑎3
2

] 

𝐴−2 =

[
 
 
 
 
 
1

4
0 0

0
1

36
0

0 0
1

16]
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7.11 Homework on Chapter 7 

1. Find each of the following, given matrices A and B. 

A= [
1 0 3
2 2 3
−1 1 1

] and B=[
1 0 2
2 1 1
1 0 −1

] 

a) AB 

 𝐴𝐵 = [
1 0 3
2 2 3
−1 1 1

] [
1 0 2
2 1 1
1 0 −1

]=[
4 0 −1
9 2 3
2 1 −2

] 

b) 𝐴𝑇𝐵𝑇 

𝐴𝑇𝐵𝑇 = [
1 2 −1
0 2 1
3 3 1

] [
1 2 1
0 1 0
2 1 −1

] = [
−1 3 2
2 3 −1
5 10 2

] 

2.  Let A=[
1 4
3 −1

]. Then, A2 equals: 

A. [
2 8
6 −2

] B. 

[
1 16
9 1

] 

C. 

[
13 0
0 11

] 

D. 

[
13 0
0 13

] E. none of the above 

 

 

𝐴2 = [
1 4
3 −1

] [
1 4
3 −1

] = [
13 0
0 13

] 

The answer is d). 

3.  Let matrix B=[
1 1
0 1

], find the (1,2) entry of B35. 

A. 1 B. 0 C. 35 D. [
1 35
0 1

] E. none of the 

above 

𝐵2 = 𝐵 × 𝐵 = [
1 1
0 1

] [
1 1
0 1

] = [
1 2
0 1

] 

𝐵3 = 𝐵2 × 𝐵 = [
1 2
0 1

] [
1 1
0 1

] = [
1 3
0 1

] 

𝐵35 = [
1 35
0 1

] 

The (1,2) entry is 35. 
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4. Let A be a 3x4 matrix, B be a 3x3 matrix and CT be a 4x3 matrix.   

Then, which of the following is not defined? 

i) ACT ii) A+4CTB iii) ACTB 

i) ACT=3x4 by 4x3 = 3x3=defined 

ii) A +4CTB= 3x4 + (4x3) by (3x3) 

= 3x4  + 4x3 

=undefined 

iii) 3x4 (4x3) by (3x3) 

=3x3 by 3x3 

= 3x3 

The answer is E). ii only is undefined 

5. Let A =[
1
5
6
]  and B = .  Which of the following is defined? 

A) B + 2A                      

B) AT + 5B                     

C) 2ABT + 4A                  

D) A2 + 7A 

E) BTA + 5A                  

A) B+2A ...no, matrices must be the same dimension to add them 

B) AT +5B ...no 

C) 2ABT +4A= 3x1 = no 

D) A2 +7A= you can't square matrices that aren't square, so not defined 

E) B TA+5A=3x3  3x1 + 3x1=  3x1 + 3x1 Yes this is defined 

















987

654

321

A. i) only B. ii) and iii) only C. i) and ii) only D. ii) and iii) only E. none of the above 
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Therefore, E) is defined. 

6. Let A=[
1 0
4 𝑘

] and let I be the 2x2 identity matrix. Find the value of k for which A2=I. 

A. k= 1 B. k= -1 C. k=1,-1 D. 𝑘 ≠ ±1 E. none of the 

above 

[
1 0
4 𝑘

] [
1 0
4 𝑘

]=[
1 0
0 1

] 

[
1 0

4 + 4𝑘 𝑘2
] = [

1 0
0 1

] 

 

The only value that works for both the (2,1) and (2,2 positions is k= -1. NOTE: k=1 doesn’t give 

the 0 in the (2,1) entry for the identity 

The answer is B). 

 

7. Find matrix X such that X-2A= -4B. 

   𝐴 = [
1 2
3 5

]      𝐵 = [
−1 0
2 3

] 

   𝑋 − 2𝐴 + 4𝐵 = 0 

   𝑋 − 2 [
1 2
3 5

] + 4 [
−1 0
2 3

] = 0 

    𝑋 + [
−2 −4
−6 −10

] + [
−4 0
8 12

] = 0 

   𝑋 + [
−6 −4
2 2

] = 0 

    𝑋 = [
6 4
−2 −2

] 
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8. If A, B and C are matrices of appropriate size, which one of the following rules does NOT 

generally hold? 

 

1) ( )( ) 2AB BA AB A=  

2) ( )
t t t tABC C B A=  

3) ( )A B C AC BC+ = +  

4) ( ) ( )
t

t t tA B A C AB A AB C+ = +  

5) ( )( ) 2
t

t tCB AB CB A=  

 

4)  doesn’t hold ( ) ( )
t

t t tA B A C AB A AB C+ = +  

( ) ( ) ( )( )( ) ( )( )
t t

t t t tA B A C B A A C B A A C+ = + = +  

Since 
t tB A AB , ( )( ) ( )( )t tB A A C AB A C+  + . 

Therefore, ( ) ( )
t

t t tA B A C AB A AB C+  + . 

 

9. Let R=[
1 −1 0
0 1 2
0 0 1

].  

Find (𝑅 − 3𝐼)2, 𝑤ℎ𝑒𝑟𝑒 𝐼 𝑖𝑠 𝑡ℎ𝑒 3𝑥3 𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑚𝑎𝑡𝑟𝑖𝑥. 

([
1 −1 0
0 1 2
0 0 1

] − 3 [
1 0 0
0 1 0
0 0 1

])

2

 

= [
−2 −1 0
0 −2 2
0 0 −2

]

2

 

=[
−2 −1 0
0 −2 2
0 0 −2

] [
−2 −1 0
0 −2 2
0 0 −2

] 

=[
4 4 −2
0 4 −8
0 0 4

] 
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10.  If M=[
1 2 3
0 1 4
5 6 0

] and N=[
𝑎 𝑏 5
20 𝑐 −4
−5 4 1

] and MN is the identity matrix, find the value of b.  

We are given that  MN=I=[
1 0 0
0 1 0
0 0 1

] 

So, we have... 

[
1 2 3
0 1 4
5 6 0

]  [
𝑎 𝑏 5
20 𝑐 −4
−5 4 1

] = [
1 𝟎 0
0 1 0
0 𝟎 1

] 

[
1 2 3
0 1 4
5 6 0

]  [
𝑎 𝑏 5
20 𝑐 −4
−5 4 1

]= [
1 𝟎 0
0 1 0
0 𝟎 1

] 

Find a row and column that can be multiplied to find "b"... 

1,2 entry= first row of M multiplied by the second column of N 

[1 2 3] [
𝑏
𝑐
4
]=0 since the 1,2 entry of matrix I, the 3x3 identity is 0 

𝑏 + 2𝑐 + 12 = 0 

b= -12 – 2c 

3,2 entry= third row of M multiplied by the second row of N 

[5 6 0] [
𝑏
𝑐
4
] =0 since the 3,2 entry of matrix I, is 0 

this gives us 5b+6c + 0 = 0 substitute b= -12 – 2c 

and get: 

5(-12 – 2c)+6c = 0 

-60 – 10c + 6c = 0 

-4c=60 

c= -15 

b= -12 – 2c = -12 -2(-15) = -12 + 30 = 18 
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11. Find each product, if possible: 

a) [
0 3
1 1
3 −1

] [
2 1
3 2

] 

Possible and answer is 3x2 

[
0 + 9 0 + 6
2 + 3 1 + 2
6 − 3 3 − 2

] = [
9 6
5 3
3 1

] 

b) [4 5 3] [
−1
2
4
] =  

Possible and answer is 1x1 

[−4 + 10 + 12] = [18] 

c) [
1 2 0 1
2 −1 2 3

] [
0 1 −1
1 3 5
2 2 6

] = 

2x4 multiplied by 3x3 

Since 4≠3, this product is NOT possible. 

 

d) [
−1
2
1
] [1 3 4] 

3x1 multiplied by a 1x3, gives a 3x3 

[
−1 −3 −4
2 6 8
1 3 4

] 
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12. Consider the following matrices A, B, C, and D: 

 
1 0 3 7 5 1 2 3 3 4

, , ,
4 5 2 2 5 3 3 2 1 3

A B C D
− −       

= = = =       
− − − − −       

 

Compute each matrix sum or product (if possible) or explain why an expression is undefined. 

a) 2A−  

b) AC  

c) TA C  

 

a)

1 0 3 2 0 6
2 2

4 5 2 8 10 4
A

− − −   
− = − =   

− − −     

 

b) AC is undefined because A is a 2 x 3 matrix and C is a 2 x 2 matrix. Notice that the number of 

columns in A does not match the number of rows in C. Therefore, the matrices are not size 

compatible for matrix multiplication. 

c) 

1 4 10 11
2 3

0 5 15 10
3 2

3 2 12 5

TA C

−   
    

= − = −    −    − − −     

 

 

13. A2=⌈
1 −1
0 1

⌉ ⌈
1 −1
0 1

⌉ = [
1 −2
0 1

] 

 

A3=[
1 −2
0 1

] ⌈
1 −1
0 1

⌉ = [
1 −3
0 1

] 

 

𝐴𝑛 = [
1 −𝑛
0 1

] 
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14. 𝐴 = [
0 −1
1 1

]  find 𝐴11  

𝐴2 = [
0 −1
1 1

] [
0 −1
1 1

] = [
−1 −1
1 0

]  

                     𝐴 × 𝐴  

𝐴3 = [
−1 −1
1 0

] [
0 −1
1 1

] = [
−1 0
0 −1

]  

                       𝐴2  × 𝐴  

𝐴4 = 𝐴3 × 𝐴 = [
−1 0
0 −1

] [
0 −1
1 1

]  

          = [
0 1
−1 −1

]  

𝐴5 = 𝐴4 × 𝐴 = [
0 1
−1 −1

] [
0 −1
1 1

] = [
1 1
−1 0

]   

𝐴6 = 𝐴5 × 𝐴 = [
1 1
−1 0

] [
0 −1
1 1

] = [
1 0
0 1

] = 𝐼  

 

𝐴7 = 𝐴6 × 𝐴 = 𝐼 × 𝐴 = 𝐴  

 𝐴8 = 𝐴7 × 𝐴 = 𝐴 × 𝐴 = 𝐴2  

𝐴9 = 𝐴8 × 𝐴 = 𝐴2 × 𝐴 = 𝐴3  

 𝐴10 = 𝐴9 × 𝐴 = 𝐴3 × 𝐴 = 𝐴4  

𝐴11 = 𝐴10 × 𝐴 = 𝐴4 × 𝐴 = 𝐴5  

           = [
1 1
−1 0

]   
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15. Note: this is 𝑎1𝐵1 + 𝑎2𝐵2 + 𝑎3𝐵3 

𝑎1𝐵1 + 𝑎2𝐵2 + 𝑎3𝐵3  

[
1
−1
0
] [1 2 −1] + [

0
1
1
] [0 2 1] + [

2
3
1
] [3 0 1]  

 

= [
1 2 −1
−1 −2 1
0 0 0

] + [
0 0 0
0 2 1
0 2 1

] + [
6 0 2
9 0 3
3 0 1

]     

= [
7 2 1
8 0 5
3 2 2

]  

 

16. a) We have the block structure 

𝐴𝐵 = [
𝐴11 𝐴12
𝐴21 𝐴22

] [
𝐵11 𝐵12
𝐵21 𝐵22

] = [
𝐴11𝐵11 + 𝐴12𝐵21 𝐴11𝐵12 + 𝐴12𝐵22
𝐴21𝐵11 + 𝐴22𝐵21 𝐴21𝐵12 + 𝐴22𝐵22

] 

 

Now, the blocks 𝐴12, 𝐴21, 𝐵12, and 𝐵21are all zero blocks, so any products involving those blocks 

are zero. So, matrix AB reduces to: 

 

𝐴𝐵 = [
𝐴11𝐵11 0
0 𝐴22𝐵22

] 

 

𝐴11𝐵11 = [
1 −2
0 1

] [
4 2
1 −1

] = [
2 4
1 −1

]  

𝐴22𝐵22 = [3 −4] [
2
2
] = [3(2) − 4(2)]  

 

∴ 𝐴𝐵 = [
2 4 0
1 −1 0
0 0 −2

]  
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b) We have the block structure 

 

𝐴𝐵 = [
𝐴11 𝐴12
𝐴21 𝐴22

] [
𝐵11 𝐵12
𝐵21 𝐵22

] = [
𝐴11𝐵11 + 𝐴12𝐵21 𝐴11𝐵12 + 𝐴12𝐵22
𝐴21𝐵11 + 𝐴22𝐵21 𝐴21𝐵12 + 𝐴22𝐵22

] 

 

Now,  𝐵21is the zero matrix, so products involving that blocks are zero. Further, 

𝐴12, 𝐴21,  and 𝐵11 are all the identity matrix 𝐼2. So this product simplifies to  

 

𝐴𝐵 = [
𝐴11𝐼2 𝐴11𝐵12 + 𝐼2𝐵22
𝐼2𝐼2 𝐼2𝐵12 + 𝐴22𝐵22

] = [
𝐴11 𝐴11𝐵12 + 𝐵22
𝐼2 𝐵12 + 𝐴22𝐵22

] 

 

𝐴11𝐵12 + 𝐵22 = [
1 −2
4 3

] [
1 0
0 −1

] + [
−1 0
0 −1

]  

 

                          = [
1 2
4 −3

] + [
−1 0
0 −1

] = [
0 2
4 3

]  

 

𝐵12 + 𝐴22𝐵22 = [
1 0
0 −1

] + [
1 −1
2 −1

] [
−1 0
0 −1

]  

 

                          = [
1 0
0 −1

] + [
−1 1
−2 1

] = [
0 1
−2 0

]  

 

Therefore,  

𝐴𝐵 = [

1
4
1
0

−2
3
0
1

0
4
0
−2

2
3
1
0

]  
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8. Matrix Inverses 

 

Example 8.1.  Find the b12 position of the inverse of B=[
1 4
2 −1

] 

Solution:  𝐵−1 =
1

(1)(−1)−(4)(2)
[
−1 −4
−2 1

] =
−1

9
[
−1 −4
−2 1

] = [
1/9 4/9
2/9 −1/9

] 

b12= the number in the 1st row and 2nd column of the inverse matrix= 4/9 

Example 8.2.       2x+3y=6      x-7y=10 

Matrix Form: [
2 3
1 −7

] [
𝑥
𝑦] = [

6
10
]   Solution: [

𝑥
𝑦] = [

2 3
1 −7

]
−1

[
6
10
]    

Example 8.3. Find the inverse of each matrix. 

a) A=[
1 2 −1
0 −1 0
2 5 −1

] 

Solution:   

[
1 2 −1
0 −1 0
2 5 −1

|
1 0 0
0 1 0
0 0 1

]   R3 -2R1→ 𝑅3 and R2(-1) → 𝑅2 

 [
1 2 −1
0 1 0
0 1 1

|
1 0 0
0 −1 0
−2 0 1

]  R3 – R2 → 𝑅3 

[
1 2 −1
0 1 0
0 0 1

|
1 0 0
0 −1 0
−2 1 1

]  R1 + R3→ 𝑅1 

[
1 2 0
0 1 0
0 0 1

|
−1 1 1
0 −1 0
−2 1 1

]  R1 – 2R2 → 𝑅1 

 [
1 0 0
0 1 0
0 0 1

|
−1 3 1
0 −1 0
−2 1 1

] 

𝐴−1 = [
−1 3 1
0 −1 0
−2 1 1

] 
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Example 8.4. Given the following system of equations, find the solution. 

ax1+bx2+cx3=7  dx1+ex2+fx3=3   gx1+hx2+jx3=2 

You are also given that: [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑗

|
1 0 0
0 1 0
0 0 1

] row reduces to [
1 0 0
0 1 0
0 0 1

|
1 2 −1
1 1 4
−1 6 2

] 

Solution:   

𝑏 = [
7
3
2
]      𝑋 = 𝐴−1𝑏 

[

𝑥1
𝑥2
𝑥3
] = [

1 2 −1
1 1 4
−1 6 2

] [
7
3
2
] 

∴ x1 = 1(7) +2(3) -1(2)=7+6-2=11 

∴ x2=7 +3 +8=18 and ∴ x3= - 7 +18 +4=15 

The solution is (11,18,15). 

Example 8.5. Use the inverse of the coefficient matrix to solve the system. 

x + 4y = 3 

2x  + 5y = 6 

The coefficient matrix is: 

 𝐴 = [
1 4
2 5

] 

Solution:   

𝐴−1 =
1

(1)(5) − (4)(2)
[
5 −4
−2 1

] = −
1

3
[
5 −4
−2 1

] = [
−
5

3

4

3
2

3
−
1

3

] 

The solution is X=A-1b 

[
𝑥
𝑦] = [

−
5

3

4

3
2

3
−
1

3

] [
3
6
] = [

3
0
] 
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Example 8.6. Solve for 𝑥: 

   𝐵−1(𝐴𝑋)−1 = (𝐵−1𝐴3)2 

 

Solution:   

   𝐵−1(𝐴𝑋)−1 = (𝐵−1𝐴3)2 

  [(𝐴𝑋)𝐵]−1 = (𝐵−1𝐴3)2…use the property (AB)-1 = B-1A-1 

  [(𝐴𝑋)𝐵)−1]−1 = [(𝐵−1𝐴3)2]−1…take the inverse of both sides 

   (𝐴𝑋)𝐵 = [(𝐵−1𝐴3)(𝐵−1𝐴3)]−1 

   𝐴𝑋𝐵 = (𝐵−1𝐴3)−1(𝐵−1𝐴3)−1 

   𝐴𝑋𝐵 = 𝐴−3(𝐵−1)−1𝐴−3(𝐵−1)−1 

   𝐴𝑋𝐵 = 𝐴−3𝐵𝐴−3𝐵 

  𝐴−1𝐴𝑋𝐵 = 𝐴−1𝐴−3𝐵𝐴−3𝐵…multiply on the left of both sides by A-1 

  𝐼𝑋𝐵 = 𝐴−1𝐴−3𝐵𝐴−3𝐵 

  𝑋𝐵 = 𝐴−4𝐵𝐴−3𝐵 

 𝑋𝐵𝐵−1 = 𝐴−4𝐵𝐴−3𝐵𝐵−1…multiply on the right of both sides by B-1 

    𝑋𝐼 = 𝐴−4𝐵𝐴−3𝐼 

   𝑋 = 𝐴−4𝐵𝐴−3 
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Example 8.7.  

  Solution:   

We row reduce 𝐴: 

 [
2 3
1 2

]     𝑅1 ↔ 𝑅2     [
1 2
2 3

]   𝑅2 − 2𝑅1 → 𝑅2 

 [
1 2
0 −1

]   𝑅2 × −1 → 𝑅2       [
1 2
0 1

]  𝑅1 − 2𝑅2 → 𝑅1 

 [
1 0
0 1

] = 𝐼2 

   ∴ 𝐴 is invertible and can be written as a product of elementary matrices. 

 𝑅1 ↔ 𝑅2                  𝑅2 − 2𝑅1 → 𝑅2                            𝑅2 × −1 → 𝑅2 

 𝐸1 = [
0 1
1 0

]            𝐸2 = [
1 0
−2 1

]                        𝐸3 = [
1 0
0 −1

] 

   𝑅1 − 2𝑅2 → 𝑅1     𝐸4 = [
1 −2
0 1

] 

  𝐸4𝐸3𝐸2𝐸1𝐴 = 𝐼2 

   ∴ 𝐴 = (𝐸4𝐸3𝐸2𝐸1)
−1 = 𝐸1

−1𝐸2
−1𝐸3

−1𝐸4
−1 

  𝐴 = [
0 1
1 0

] [
1 0
2 1

] [
1 0
0 −1

] [
1 2
0 1

] 

                𝐸−1     𝐸2
−1      𝐸3

−1       𝐸4
−1 

 

Example 8.8. Find the value of k for which[
𝑘 10
10 𝑘

]has no inverse. 

A. 0 B. 10 C. -10 D. 100 E. none of the 

above  

Solution:   

There is no inverse if detA=0 or if ad-bc=0. 

(k)(k)-(10)(10)=0 

k2 = 100 

k=10, -10 

The answer is e). 
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Example 8.9. Find the value of x for which the matrix[
1 0 𝑥
0 3 4
−1 3 1

]  is non-invertible? 

A. 3 B. -3 C. 0 D. 1 E. none of the 

above 

Solution:   

[𝐴|𝐼] → [𝐼|𝐴−1] 

 [
1 0 𝑥
0 3 4
−1 3 1

|
1 0 0
0 1 0
0 0 1

]   [
1 0 𝑥
0 3 4
0 3 𝑥 + 1

|
1 0 0
0 1 0
1 0 1

]    [
1 0 𝑥
0 3 4
0 0 𝑥 − 3

|
1 0 0
0 1 0
1 −1 1

] 

 

R3+R1 → 𝑅3                     R3 - R2→ 𝑅3 

 

If the matrix is invertible, we get the identity matrix I when we row-reduce. 

If it is not invertible, we get a row of 0's and can't get the identity matrix... 

 From the last row, x - 3=0, and x=3. 

 

The answer is a). 

 

 

 

 

 

 

 

 

 

 

 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 127 

8.6 Homework on Chapter 8 

1. Find  

 R3-R1→ R3  R1-2R2 → R1, R3+2R2 → R3 

 R3 ÷(-4)→ R3  R2+R3 → R2, R1-6R3 →R1 

 

Therefore,  

  

2. Let . Show that A is invertible and find . 

Form the augmented matrix and reduce: 

[
1 0 1
3 1 0
0 −1 2

|
1 0 0
0 1 0
0 0 1

] R2-3R1 → R2 [
1 0 1
0 1 −3
0 −1 2

|
1 0 0
−3 1 0
0 0 1

] R3+R2→ R3  

[
1 0 1
0 1 −3
0 0 −1

|
1 0 0
−3 1 0
−3 1 1

] R3 x -1 → R3 [
1 0 1
0 1 −3
0 0 1

|
1 0 0
−3 1 0
3 −1 −1

] R1-R2→ R1  

[
1 0 0
0 1 0
0 0 1

|
1 0 0
−3 1 0
3 −1 −1

]  

It follows that  is invertible and that . 

1

201

110

421
−

















−

⎯⎯⎯⎯ →⎯













−

−= 133

100
010
001

201
110

421
RRR

⎯⎯⎯⎯ →⎯














−−−
−

+=
−=

233

211
2
2

101
010
001

220
110

421
RRR
RRR

⎯⎯⎯ →⎯














−

−

−
−

−= 33
4

1

121
010
021

400
110

601 RR

⎯⎯⎯⎯ →⎯














−−

−
−

+=
−=

322

311 6

412141
010
021

100
110

601
RRR
RRR















−−

−

−

412141

412141

23121

100
010
001

=













−

−1

201
110

421















−−
−

−
=















−−

−

−

121
121

642

4

1

412141

412141

23121

 

















−

=

210

013

101

A 1−A

A

















−−

−−

−

=−

113

326

112
1A
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3. Find the entry in the 1st row and 2nd column of the inverse of . 

(1) 2 

(2) 0 

(3) −2 

(4) −1 

(5) 1 

 

Solution: (4) −1 

Using the inversion algorithm, 

 

[
1 0 1
0 2 1
1 1 1

|
1 0 0
0 1 0
0 0 1

] R3-R1 → R3 [
1 0 1
0 2 1
0 1 0

|
1 0 0
0 1 0
−1 0 1

] R2-2R3 → R2  

[
1 0 1
0 0 1
0 1 0

|
1 0 0
2 1 −2
−1 0 1

] R1-R2 → R1 [
1 0 0
0 0 1
0 1 0

|
−1 −1 2
2 1 −2
−1 0 1

]R2→ R3  

[
1 0 0
0 1 0
0 0 1

|
−1 −1 2
−1 0 1
2 1 −2

]  

 Therefore,  and its (1, 2)th entry is −1. 

 

 

 

 

 

 

 

















=

111

120

101

A

 

A−1 =

−1 −1 2

−1 0 1

2 1 −2

 

 

 
 
 

 

 

 
 
 
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4. Find  if it exists (use the inversion algorithm) 

R1→ R2  R3-2R1→ R3 

R1-R2 → R1, R3+2R2→ R3   

R1+R3→ R1, R2 - R3→ R2  

So . 

5. Consider the following matrix: 

1 0 0 0 0

0 5 0 0 0

0 0 9 0 0

0 0 0 3 0

0 0 0 0 8

A

 
 

−
 
 = −
 
 
 − 

 

Determine
2A and

3A−
 

 
2

1 0 0 0 0

0 25 0 0 0

0 0 81 0 0

0 0 0 9 0

0 0 0 0 64

A

 
 
 
 =
 
 
  

 

3

1 0 0 0 0

0 1/125 0 0 0

0 0 1/ 729 0 0

0 0 0 1/ 27 0

0 0 0 0 1/ 512

A−

− 
 

−
 
 = −
 
 
 − 

 

1

011
110
102

−













 −













 −

100
010
001

011
110
102















− 001
010
100

102
110
011















−−− 201
010
100

120
110
011















−

−−

221
010
110

100
110
101















−
−−

−

221
211
111

100
010
001















−
−−

−
=













 −
−

221
211
111

011
110
102

1
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6. a) If. A=[
2 −2
−3 1

] , 𝑓𝑖𝑛𝑑 𝑡ℎ𝑒 𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑜𝑓 𝐴. 

𝐴−1 =
1

𝑎𝑑 − 𝑏𝑐
[
𝑑 −𝑏
−𝑐 𝑎

] =
1

2(1) − (−2)(−3)
[
1 2
3 2

] = −
1

4
[
1 2
3 2

] = [
−1/4 −1/2
−3/4 −1/2

] 

 

b) Find the solution to the system of equations 2x – 2y = 6 and -3x +y = 4. 

[
𝑥
𝑦] = −

1

4
[
1 2

3 2
] [
6
4
] = −

1

4
[
6 + 8
18 + 8

] = −
1

4
[
14
26
] = [

−7/2
−13/2

]  

 

7. If A-1= [
1 −1 0
3 2 1
2 1 5

], where A=[
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

], and the system of linear equations is: 

 ax + by + cz = 5 

 dx + ey + fz = 1 

 gx + hy + iz= -1, then the solution to the system is: 

[
𝑥
𝑦
𝑧
] = [

1 −1 0
3 2 1
2 1 5

] [
5
1
−1
] = [

5 − 1 + 0
15 + 2 − 1
10 + 1 − 5

] = [
4
16
6
] 
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8. If [
𝑎 𝑑 1
𝑏 𝑒 3
𝑐 𝑓 −2

]  𝑖𝑠 𝑡ℎ𝑒 𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑜𝑓 [
4 0 𝑥
2 −2 𝑦
0 3 𝑧

] , 𝑓𝑖𝑛𝑑 𝑦. 

[
𝑎 𝑑 1
𝑏 𝑒 3
𝑐 𝑓 −2

] [
4 0 𝑥
2 −2 𝑦
0 3 𝑧

] = [
1 0 0
0 1 0
0 0 1

] since they are inverses of each other. We need to find y 

which is in the third column, but it is too difficult since x and z are also in the third column and 

there are too many unknowns.  But, if AB=I, then BA=I as well, so switch the order of the 

matrices. 

[
4 0 𝑥
2 −2 𝑦
0 3 𝑧

] [
𝑎 𝑑 1
𝑏 𝑒 3
𝑐 𝑓 −2

] = [
1 0 0
0 1 0
0 0 1

] 

Now, y is in the second row of the first matrix and we can dot product it with the third column of 

the second matrix and set it equal to the (2,3) entry of I which is  a 0. 

2(1) + (-2)(3) + (y)(-2) = 0 

2 -6 – 2y = 0 

-4 =2y 

y= -2 
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9. Let A and B be invertible matrices. Which of the following is always true? 

A.   

B.  

C.  

D.  can be written as a product of elementary matrices 

 

(1) A, C and D 

(2) B and C 

(3) A, B and C 

(4) A and D 

(5) B, C and D 

 

(2) B and C 

 

Statement A: .  even when A and B are 

invertible. So  and statement A is not always true. 

 

Statement B:  

  

Therefore, statement B is true. 

 

Statement C: . So statement C is true. 

 

Statement D:  does not have to be invertible just because A and B are invertible. 

When  is not invertible,  cannot be written as a product of elementary 

matrices. So, this statement is not always true. 

 

 

 

 

 

 

( )( ) 22 BABABA −=+−

( ) 1331 −− = AABABA

( ) ABBA 111 −−− =

BA +

( )( ) 22 BABBAABABA −+−=+− BAAB 

( )( ) 22 BABABA −+−

( ) 131111131 −−−−−−− ==== AABABBBAABIBIBAABAABAABAABA

( ) ( ) ABABBA 111111 −−−−−− ==

BA +

BA + BA +
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10. Solve for x:  

𝐴−1(𝐵𝑋)−1 = (𝐴2𝐵−1)2 

 

𝐴−1(𝐵𝑋)−1 = (𝐴2𝐵−1)2 

[(𝐵𝑋)𝐴]−1 = (𝐴2𝐵−1)2 

[((𝐵𝑋)𝐴)
−1
]
−1

= [(𝐴2𝐵−1)2]−1 

(𝐵𝑋)𝐴 =  [(𝐴2𝐵−1)(𝐴2𝐵−1)]−1 

(𝐵𝑋)𝐴 = (𝐴2𝐵−1)−1(𝐴2𝐵−1)−1 

(𝐵𝑋)𝐴 = (𝐵−1)−1(𝐴2)−1(𝐵−1)−1(𝐴2)−1 

(𝐵𝑋)𝐴 = (𝐵𝐴−2)(𝐵𝐴−2) 

𝐵−1𝐵𝑋𝐴 = (𝐵−1𝐵)𝐴−2𝐵𝐴−2 

𝐼(𝑋𝐴) = 𝐼𝐴−2(𝐵𝐴−2) 

𝐼(𝑋𝐴) = 𝐴−2(𝐵𝐴−2) 

𝑋𝐴 = 𝐴−2(𝐵𝐴−2) 

𝑋𝐴𝐴−1 = 𝐴−2(𝐵𝐴−2)(𝐴−1) 

𝑋𝐼 = 𝐴−2𝐵𝐴−3 

𝑋 = 𝐴−2𝐵𝐴−3 
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11. Express 𝐴 = [
3 2
1 2

] as a product of elementary matrices and write 𝐴−1 as a product of 

elementary matrices.  

 

[
3 2
1 2

] R1→ R2 [
1 2
3 2

] R2-3R1 → R2 

 

[
1 2
0 −4

] R2 ÷ (−4) → R2 [
1 2
0 1

] R1-2R2 → R1 

 

[
1 0
0 1

] = 𝐼2  

 

∴ A is invertible and can be written as a product of elementary matrices  

 

𝐼2 = [
1 0
0 1

]  R1 → R2 ∴   𝐸1 = [
0 1
1 0

] 

 

𝐼2 = [
1 0
0 1

]  R2-3R1 → R2 ∴   𝐸2 = [
1 0
−3 1

] 

 

𝐼2 = [
1 0
0 1

] R2 ÷ (−4) → R2 ∴   𝐸3 = [
1 0

0 −
1

4

] 

𝐼2 = [
1 0
0 1

] R1-2R2 → R1 ∴   𝐸4 = [
1 −2
0 1

] 

 

 

∴  𝐸4𝐸3𝐸2𝐸1𝐴 =   𝐼2 

 

∴ 𝐴 = (𝐸4𝐸3𝐸2𝐸1)
−1 = 𝐸1

−1𝐸2
−1𝐸3

−1𝐸4
−1  

and 𝐴−1 = 𝐸4𝐸3𝐸2𝐸1  =  [
1 −2
0 1

] [
1 0

0 −
1

4

] [
1 0
−3 1

] [
0 1
1 0

] 
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12. Find the inverse  

 B=[
1 −1 2
0 −1 2
−1 0 1

] 

   [
1 −1 2
0 −1 2
−1 0 1

|
1 0 0
0 1 0
0 0 1

] R3 +R1→ 𝑅3  and R2 (-1) → 𝑅2 

  [
1 −1 2
0 1 −2
0 −1 3

|
1 0 0
0 −1 0
1 0 1

]  R3 + R2 → 𝑅3 

 

 [
1 −1 2
0 1 −2
0 0 1

|
1 0 0
0 −1 0
1 −1 1

]  R2 + 2R3→ 𝑅2 

 

 [
1 −1 2
0 1 0
0 0 1

|
1 0 0
2 −3 2
1 −1 1

] R1 – 2R3→ 𝑅1 

 

 [
1 −1 0
0 1 0
0 0 1

|
−1 2 −2
2 −3 2
1 −1 1

]  R1 + R2→ 𝑅1 

 

[
1 0 0
0 1 0
0 0 1

|
1 −1 0
2 −3 2
1 −1 1

] 

 

𝐴−1 = [
1 −1 0
2 −3 2
1 −1 1

] 
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13.a) Find the inverse of 𝐴 = [
1 0 1
0 1 −3
0 0 2

] 

[𝐴|𝐼] →  [𝐼|𝐴−1]  

[
1 0 1
0 1 −3
0 0 2

|
1 0 0
0 1 0
0 0 1

]  𝑅3 ×
1

2
→ 𝑅3  

[
1 0 1
0 1 −3
0 0 1

|
1 0 0
0 1 0
0 0 1/2

] 𝑅2 + 3𝑅3 → 𝑅2  

[
1 0 1
0 1 0
0 0 1

|
1 0 0
0 1 3/2 
0 0 1/2

] 𝑅1 − 𝑅3 → 𝑅1  

[
1 0 0
0 1 0
0 0 1

|

1 0 −1/2
0 1 3/2 
0 0 1/2

]  

 

𝐴−1 = [

1 0 −1/2
0 1 3/2 
0 0 1/2

]  

 

b) 𝐵 = [
1 0 −2
0 𝑏 0
0 0 4

]  𝑏 ≠ 0  

 

[
1 0 −2
0 𝑏 0
0 0 4

|
1 0 0
0 1 0
0 0 1

]  𝑅3 ×
1

4
→ 𝑅3  

 

[
1 0 −2
0 𝑏 0
0 0 1

|
1 0 0
0 1 0
0 0 1/4

]  𝑅2 ×
1

𝑏
→ 𝑅2 

 

[
1 0 −2
0 1 0
0 0 1

|
1 0 0
0 1/𝑏 0
0 0 1/4

]  𝑅1 + 2𝑅3 → 𝑅1  
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[
1 0 0
0 1 0
0 0 1

|

1 0 1/2
0 1/𝑏 0
0 0 1/4

]  

𝐵−1 = [

1 0 1/2
0 1/𝑏 0
0 0 1/4

] 

 

c) [

0
3
1
0

−1
1
−1
1

1
0
3
1

0
3
0
−1

|

1
0
0
0

0
1
0
0

0
0
1
0

0
0
0
1

]  𝑅1 ↔ 𝑅3  

 

[

1
3
0
0

−1
1
−1
1

3
0
1
1

0
3
0
−1

|

0
0
1
0

0
1
0
0

1
0
0
0

0
0
0
1

]  𝑅2 − 3𝑅1 → 𝑅2, 𝑅4 + 𝑅3 → 𝑅4  

 

[

1
0
0
0

−1
4
−1
0

3
−9
1
2

0
3
0
−1

|

0
0
1
1

0
1
0
0

1
−3
0
0

0
0
0
1

] 𝑅2 ↔ 𝑅3  

 

[

1
0
0
0

−1
−1
4
0

3
1
−9
2

0
0
3
−1

|

0
1
0
1

0
0
1
0

1
0
−3
0

0
0
0
1

]  𝑅2 × −1 → 𝑅2, 𝑅3 + 4𝑅2 → 𝑅3 

 

[

1
0
0
0

−1
1
0
0

3
−1
−5
2

0
0
3
−1

|

0
−1
4
1

0
0
1
0

1
0
−3
0

0
0
0
1

]  𝑅3 × (−
1

5
)  → 𝑅3 

 

[

1
0
0
0

−1
1
0
0

3
−1
1
2

0
0

−3/5
−1

|

0
−1
−4/5
1

0
0

−1/5
0

1
0
3/5
0

0
0
0
1

]  𝑅4 − 2𝑅3 → 𝑅4, 𝑅2 + 𝑅3 → 𝑅2  
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[

1
0
0
0

−1
1
0
0

3
0
1
0

0
−3/5
−3/5
1/5

|

0
−9/5
−4/5
13/5

0
−1/5
−1/5
2/5

1
3/5
3/5
−6/5

0
0
0
1

]𝑅4 × 5 → 𝑅4  

 

[

1
0
0
0

−1
1
0
0

3
0
1
0

0
−3/5
−3/5
1

|

0
−9/5
−4/5
13

0
−1/5
−1/5
2

1
3/5
3/5
−6

0
0
0
5

] 𝑅3 +
3

5
𝑅4 → 𝑅3, 𝑅2 +

3

5
𝑅4 → 𝑅2  

 

[

1
0
0
0

−1
1
0
0

3
0
1
0

0
0
0
1

|

0
6
7
13

0
1
1
2

1
−3
−3
−6

0
3
3
5

]  𝑅1 − 3𝑅3 → 𝑅1  

 

 [

1
0
0
0

−1
1
0
0

0
0
1
0

0
0
0
1

|

−21
6
7
13

−3
1
1
2

10
−3
−3
−6

−9
3
3
5

]  𝑅1 + 𝑅2 → 𝑅1 

 

[

1
0
0
0

0
1
0
0

0
0
1
0

0
0
0
1

|

−15
6
7
13

−2
1
1
2

7
−3
−3
−6

−6
3
3
5

]  

14. If A and B are invertible square matrices with 𝐴𝐵 = 𝐼, show 𝐵 = 𝐴−1: 

Multiply on the left by 𝐴−1: 

𝐴−1𝐴𝐵 = 𝐴−1𝐼  

𝐼𝐵 = 𝐴−1  

∴ 𝐵 = 𝐴−1  

Since 𝐴−1𝐴 = 𝐼 and 𝐴𝐼 = 𝐴 for all 𝐴  
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9. Subspaces, Bases, Column Space, and Row Space 

Example 9.1. 

Show that the set of vectors of 3 whose middle component is zero is a subspace of 3. 

Solution: 

Strategy: we’re going to need to show that the requirements of subspaces are met by all of the 

vectors that have the form described in the question. 

Step 1:  

First, we need to find a way to describe the vectors that fit the description given above, i.e. we 

need an expression for a general vector in the subspace.  We know that the middle component 

must be zero, but the first and last component can be any element of . 

Therefore, a general vector in this set will look like: 

, where . 

We’ll call S the set whose vectors have the form , where . 

Step 2: 

First, we need to check that the set S is closed under addition. 

This means that we need to make sure that any time we add two vectors that belong to the set, 

the resultant vector will also belong to the set. 

Let’s see what happens when we add two general vectors that belong to S: 

For every pair of vectors of S,  and , the sum will have the form: 

 

This vector will still belong to S (since the middle component is still zero). 

Step 3: 

Next, we need to check that the set S is closed under scalar multiplication. 

This means that we need to make sure that any time we multiply any vector in the set by a scalar 

quantity, the resultant vector will also belong to the set. 

Let’s see what happens to a general vector that belongs to S, when we multiply it by a scalar: 

When we multiply any vector  from the set S by a scalar, it will have the form: 

. This vector will still belong to S (since the middle component is still 

zero). Therefore, the set S is indeed a subspace of 3. 

),0,( bav =


ba,

),0,( bav =


ba,

),0,(1 bav =


),0,(2 dcv =


),0,(21 dbcavv ++=+


),0,( bav =


),0,(),0,( kbkabakvk ==

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Example 9.2. 

Determine whether the set S of vectors of 3 whose components are all even numbers is a 

subspace of 3. 

Solution: 

No, this set is not a subspace of 3. 

We can prove this by showing that the set is not closed under scalar multiplication. 

Take the element (2,2,2) that belongs to the set S. 

Multiply this vector by the scalar   . 

The resultant vector:  does not belong to S. 

Therefore, S is not a subspace. 

Example 9.3. 

Determine if the following set of vectors is a subspace of ℝ3. 

𝑇 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3|𝑥𝑦 − 𝑧 = 0} 

Solution: 

Vector Addition 

𝑢⃗ = (𝑎, 𝑏, 𝑐)    𝑎𝑏 − 𝑐 = 0      𝑢⃗ ∈ 𝑇  

𝑣 = (𝑑, 𝑒, 𝑓)    𝑑𝑒 − 𝑓 = 0      𝑣 ∈ 𝑇  

𝑢⃗ + 𝑣 = (𝑎, 𝑏, 𝑐) + (𝑑, 𝑒, 𝑓)      

           = (𝑎 + 𝑑, 𝑏 + 𝑒, 𝑐 + 𝑓)     

Check restriction:  

𝑥𝑦 − 𝑧 = (𝑎 + 𝑑)(𝑏 + 𝑒) − (𝑐 + 𝑓) 

              = 𝑎𝑏 + 𝑏𝑑 + 𝑎𝑒 + 𝑑𝑒 − 𝑐 − 𝑓 

              = (𝑎𝑏 − 𝑐) + (𝑑𝑒 − 𝑓) + 𝑏𝑑 + 𝑎𝑒  

              = 0 + 0 + 𝑏𝑑 + 𝑎𝑒 

              ≠ 0 

              ∴ 𝑇 is not closed under vector addition.  

Since T failed one of the tests, T is not a subspace of ℝ3.  


2

1

)1,1,1()2,2,2(
2

1
=
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Example 9.4. 

Show that the set S = { } is a basis for 3. 

Solution: In order to show that this set constitutes a basis for 3, we need to show that it spans 

3 and that it is linearly independent. 

Step 1: Show that S spans 3. 

Any vector in 3 has the form (a,b,c), where a,b,c are real numbers. 

We need to show that any vector of that form can be written as a linear combination of the 

vectors in S. 

i.e. We need to show that there exist real numbers x,y,z such that the following expression holds: 

 

Equating the variables: 

5x = a 

6y = b 

z = c 

In matrix form: 

  …RREF [
1 0 0
0 1 0
0 0 1

] which has rank 3, so the column vectors span 3. 

We could also say that since the determinant of the matrix is nonzero, so we know that there is a 

unique solution for which the above system of equations holds. 

Therefore, S spans 3. 

Step 2: 

Note that the above equation can be transformed into RREF of the following form.  Therefore, 

the set is independent. (only the trivial solution) 

[
1 0 0
0 1 0
0 0 1

] 

 

Therefore, the set is a basis for 3. 

 

 

)1,0,0(),0,6,0(),0,0,5(

),6,5()1,0,0()0,6,0()0,0,5(),,( zyxzyxcba =++=

















100

060

005
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Example 9.5. 

Let ( ) ( ) ( ) ( ) 1,0,0,1 , 0, 1, 1,0 , 0,0,0,1 , 0,1,1,1W span= − −  in ℝ4. Find a basis of W which is a 

subset of the given spanning set. 

 

Solution: 

We are given a spanning set, but it is implied that the current spanning set has linearly dependent 

vectors. Let’s check and see what vector(s) are linearly dependent, and remove it/them. Then, we 

will have a basis. 

( ) ( ) ( ) ( )  ( )1,0,0,1 , 0, 1, 1,0 , 0,0,0,1 , 0,1,1,1 0,0,0,0

0

0

0

0

span

a

b d

b d

a c d

− − =

=

− + =

− + =

+ + =

  

[

1
0

0
−1

0
1
−1
0

0
0
0
1

0
1
1
1

|

0
0
0
0

] 
 𝑅4−𝑅1→𝑅4 
→           [

1
0

0
−1

0
0
−1
0

0
0
0
1

0
1
1
1

|

0
0
0
0

] 

 𝑅2 ×(−1)→𝑅2 
→            [

1
0

0
1

0
0
−1
0

0
0

0
−1

0
1

1
1

|

0
0
0
0

] 

 

 𝑅3+𝑅2→𝑅3 
→           [

1
0
0
1

0
0
0
0

0
0

0
−1

0
1

0
1

|

0
0
0
0

] 

 

Since the last column (represented by coefficient “d”) has a free variable/parameter, it needs to 

be eliminated from the spanning set in order for the spanning set to be a basis. 

Therefore, 𝑊 = 𝑠𝑝𝑎𝑛{(1,0,0,1), (0, −1,−1,0), (0,0,0,1), (0,1,1,1) } 

= 𝑠𝑝𝑎𝑛{(1,0,0,1), (0, −1, −1,0), (0,0,0,1)} 

is a basis of W. 
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Example 9.6. 

Consider  22 | TS A M A A=  = − . 

a) Find a spanning set for S. 

b) Find a basis for S. 

c) Determine dim S. 

d) Extend your basis in c) to a basis for M22. 

Solution: 

a) First, we need to simplify the matrix A. 

𝐴 = [
𝑎 𝑏
𝑐 𝑑

] ,where 𝑎, 𝑏, 𝑐, 𝑑 ∈ ℝ  

−𝐴𝑇 = [
−𝑎 −𝑐
−𝑏 −𝑑

]  

𝐴 = −𝐴𝑇  

[
𝑎 𝑏
𝑐 𝑑

] = [
−𝑎 −𝑐
−𝑏 −𝑑

]  

𝑎 = −𝑎 → 2𝑎 = 0  

𝑏 = −𝑐  

𝑐 = −𝑏  

𝑑 = −𝑑 → 2𝑑 = 0  

∴ 𝐴 = 𝑏 [
0 𝑏
−𝑏 0

]  

Then, we can write the simplified matrix A as a span: 

0 1

1 0

0 1

1 0

A b

span

 
=  

− 

  
=   

−  

 

This is a spanning set! 

Since the set S has a spanning set, it is a vector space. 

A spanning set for S is 
0 1

1 0

  
  

−  

. 
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b) A basis for S is 
0 1

1 0

  
  

−  

. We must state the following: 

The proposed basis is 1) a spanning set and 2) linearly independent (since a single vector must be 

independent from itself). 

c) There is 1 vector in the basis, so dim S = 1. 

d) We need to add 3 vectors to our basis to extend it to a basis of M22. 

First, we can “plug the holes” that are in the basis vector. I propose that we add the following 

two vectors to our set: 

1 0 0 0
,

0 0 0 1

   
   
   

 

We need to add another vector… 

0 0

1 0

 
 
 

  (note that 
0 1

0 0

 
 
 

 would also work) 

Let’s combine the four of them together, and check if they are linearly independent. 

Our proposed basis for ℝ4:  
0 1 1 0 0 0 0 0

, , ,
1 0 0 0 0 1 1 0

        
        

−        

 

Check for linear independence: 

0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0
, , ,

1 0 0 0 0 1 1 0 1 0 0 0 0 1 1 0

0 0

0 0

0

0

0

0

0

span a b c d

b

a

a d

c

a b c d

                
= + + +                

− −                

 
=  

 

=

=

− + =

=

 = = = =

 

Since the only solution is the trivial solution, the vectors are linearly independent. 
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Example 9.7. 

𝐴 = [

1 2 4
0 4 1
3 10 13
0 8 2

] 

a) Find bases for the row space, column space, and null space of A. 

b) What is dim row A, dim col A, and dim null space of A? 

Solution: 

 

[

1 2 4
0 4 1
3 10 13
0 8 2

]
𝑅3−3𝑅1→𝑅3 
→          [

1 2 4
0 4 1
0 4 1
0 8 2

] 

 

𝑅2 ÷4→𝑅2 
→        

[
 
 
 
1 2 4

0 1 1/4
0 4 1
0 8 2 ]

 
 
 

 

 

 
𝑅1−2𝑅2→𝑅1
𝑅4−8𝑅2→𝑅4
𝑅3−4𝑅2→𝑅3

 

→            

[
 
 
 
1 0 7/2

0 1 1/4
0 0 0
0 0 0 ]

 
 
 

 

           𝑛𝑢𝑙𝑙 𝐴 = [

1
0
0
1

7/2
1/4

0
0
0
0

0
0

|

0
0
0
0

] 

 
7 / 2 0

1/ 4 0

7 / 2

1/ 4

1

x z

y z

z t

x

y t

z

+ =

+ =

=

−   
   

= −
   
      

 

    1,0,7 / 2 , 0,1,1/ 4  is a basis for the row space of A. 
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1 2

0 4
,

3 10

4 8

    
    
     

    
        

 is a basis for the column space of A. 

7 / 2

1/ 4

1

 −  
  

−  
    

 is a basis for the null space or kernel of A. This is the solution of the system in 

RREF. 

 

dim row A=2 

dim col A=2 

dim null space = 1 
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Example 9.8. 

Let 𝐴 = [

0 1 0 −3
1 1 3 0
2 1 3 2
1 0 0 2

]. What is the dimension of the row space? 

 

Solution: 

The dimension of the row space is the same as the rank of the matrix. …RREF 

[

0 1 0 −3
1 1 3 0
2 1 3 2
1 0 0 2

]
 𝑅1←→𝑅2 
→         [

1 1 3 0
0 1 0 −3
2 1 3 2
1 0 0 2

] 

 

 𝑅3−2𝑅1→𝑅1
𝑅4−𝑅1→𝑅4

 

→            

[
 
 
 
1 1 3 0

0 1 0 −3
0 −1 −3 2
0 −1 −3 2 ]

 
 
 

 

 

 
𝑅1−𝑅2→𝑅1
𝑅3+𝑅2→𝑅3
𝑅4+𝑅2→𝑅4

 

→           

[
 
 
 
1 0 3 3

0 1 0 −3
0 0 −3 −1
0 0 −3 −1]

 
 
 

 

 

 𝑅3 ÷(−3)→𝑅3 
→            

[
 
 
 
 
1 0 3 3

0 1 0 −3

0 0 1 1/3
0 0 −3 −1 ]

 
 
 
 

 

 

𝑅4+3𝑅3→𝑅4
𝑅1−3𝑅3→𝑅1 
→          

[
 
 
 
 
1 0 0 2

0 1 0 −3

0 0 1 1/3
0 0 0 0 ]

 
 
 
 

  

Since 3rank A =  , dim 3rowA = . 
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Example 9.9. 

Given that the RREF of the standard matrix for 𝑇:ℝ5 → ℝ4 is 

 

3 1 7 3 9 1 0 3 0 5 / 2

2 2 2 7 5 0 1 2 0 3 / 2
~

5 9 3 3 4 0 0 0 1 1

2 6 6 3 7 0 0 0 0 0

−   
   
− −

   
   −
   
−   

 

Find a basis for the row space, the column space, and null space of the standard matrix.  

 

Solution: 

A basis for the row space is       1 0 3 0 5 / 2 , 0 1 2 0 3 / 2 , 0 0 0 1 1 . These 

are the rows with leading 1’s in the RREF. 

A basis for the column space is 

3 1 3

2 2 7
, ,

5 9 3

2 6 3

 −      
      

−       
     − 
      −      

. These are the columns in the original matrix 

A where elementary columns in the RREF. 

To find a basis for the null space, we need to solve the augmented system 0Ax = . 

[

1
0
0
1
3
2
0
0

5/2
3/2

0
0
0
0

0
0
1
0
1
0

|

0
0
0
0

] 

 

 

We can write out the general solution from the above matrix to get 

𝑥1 + 3𝑥3 +
5

2
𝑥5 = 0 

𝑥2 + 2𝑥3 +
3

2
𝑥5 = 0 

𝑥3 = 𝑠, 𝑠 ∈ ℝ 

𝑥4 + 𝑥5 = 0 

𝑥5 = 𝑡, 𝑡 ∈ ℝ 
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Then, rewriting our solution in terms of the free variables, we get 

1

2

3

4

5

5
3

2

3
2

2

x s t

x s t

x s

x t

x t

= − −

= − −

=

= −

=

 

 

We can then write our solution in vector form to get 

1

2

3

4

5

3 5 / 2

2 3 / 2

1 0

0 1

0 1

x

x

x s t

x

x

− −     
     

− −
     
     = +
     

−     
         

 

Therefore, a basis for the null space is 

3 5 / 2

2 3 / 2

,1 0

0 1

0 1

 − −    
    

− −     
    
    −    
        

. 
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Example 9.10. Show vector 𝑣  is in span (B) and find the coordinate vector [𝑣 ]𝐵.  

B= { [
1
3
0
] [
−1
0
1
]}   𝑣 =  [

5
9
−2
] 

Solution: 

We solve:  

𝐶1 [
1
3
0
] + 𝐶2 [

−1
0
1
] = [

5
9
−2
]  

  

[
1 −1
3 0
0 1

|
5
9
−2
] RREF... R2-3R1 → R2 

[
1 −1
0 3
0 1

|
5
−6
−2
] R2 ÷3→ R2 

[
1 −1
0 1
0 1

|
5
−2
−2
] R3-R2 → R3  [

1 −1
0 1
0 0

|
5
−2
0
] 

 

R1+R2 → R1 [
1 0
0 1
0 0

|
3
−2
0
]…This is the RREF. 

 

∴  𝐶1 = 3, 𝐶2 = −2 

 

3 [
1
3
0
] − 2 [

−1
0
1
] = [

5
9
−2
]  

 

∴ the coordinate vector is  [𝑣 ]𝐵 = [
3
−2
] 
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Example 9.11. Show vector 𝑣  is in span (B) and find the coordinate vector [𝑣 ]𝐵.  

B= { [
1
3
0
] [
−1
0
1
]}   𝑣 =  [

5
9
−2
] 

 

Solution: 

We solve:  

𝐶1 [
1
3
0
] + 𝐶2 [

−1
0
1
] = [

5
9
−2
]  

  

[
1 −1
3 0
0 1

|
5
9
−2
] RREF... R2-3R1 → R2 

[
1 −1
0 3
0 1

|
5
−6
−2
] R2 × 1/3→ R2 

[
1 −1
0 1
0 1

|
5
−2
−2
] R3-R2 → R3  [

1 −1
0 1
0 0

|
5
−2
0
] 

 

R1+R2 → R1 [
1 0
0 1
0 0

|
3
−2
0
]…This is the RREF. 
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9.7 Homework on Chapter 9 

 

1. S = {A є M22 | A
2 = A} is a subset of the vector space M22. Is S a subspace of M22? Justify. 

 

To determine whether or not a subset is a subspace, one has to verify three things using the 

operations that are defined on the vector space: 

 

▪ It must be closed under addition (i.e. x + y є S whenever x, y є S). 

▪ It must be closed under scalar multiplication (i.e. ax є S whenever x є S and a є 

F, the underlying field). 

▪ The zero vector of the vector space must belong to the subset. (This one follows 

from the other two above) 

 

We can see that this subset is not a subspace because it fails to satisfy the condition about 

closure under addition. To justify, simply find any counter-example. 

 

A counter-example: 

  is in S since    

  is in S since  

 But  is not in S since  

 

 

 

 

 

 

 

 

 









=

10

01
1A 1

2

1
10

01

10

01

10

01
AA =








=
















=









=

00

01
2A 2

2

2
00

01

00

01

00

01
AA =








=
















=









=+=

10

02
213 AAA 3

2

3
10

04

10

02

10

02
AA 








=
















=
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2. Determine if the following set of vectors is a subspace of ℝ3. 

𝑇 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3|𝑥𝑦 − 𝑧 = 0} 

 

Vector Addition 

𝑢⃗ = (𝑎, 𝑏, 𝑐)    𝑎𝑏 − 𝑐 = 0      𝑢⃗ ∈ 𝑇  

𝑣 = (𝑑, 𝑒, 𝑓)    𝑑𝑒 − 𝑓 = 0      𝑣 ∈ 𝑇  

𝑢⃗ + 𝑣 = (𝑎, 𝑏, 𝑐) + (𝑑, 𝑒, 𝑓)      

           = (𝑎 + 𝑑, 𝑏 + 𝑒, 𝑐 + 𝑓)     

 

Check restriction:  

𝑥𝑦 − 𝑧 = (𝑎 + 𝑑)(𝑏 + 𝑒) − (𝑐 + 𝑓) 

              = 𝑎𝑏 + 𝑏𝑑 + 𝑎𝑒 + 𝑑𝑒 − 𝑐 − 𝑓 

              = (𝑎𝑏 − 𝑐) + (𝑑𝑒 − 𝑓) + 𝑏𝑑 + 𝑎𝑒  

              = 0 + 0 + 𝑏𝑑 + 𝑎𝑒 

              ≠ 0 

              ∴ 𝑇 is not closed under vector addition.  

 

Since T failed one of the tests, T is not a subspace of ℝ3.  
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3. Determine if the following set of vectors is a subspace of ℝ3. 

𝑊 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3|2𝑥 − 3𝑦 + 4𝑧 = 0} 

Vector Addition 

𝑢⃗ = (𝑎, 𝑏, 𝑐)    𝑎𝑏 − 𝑐 = 0      𝑢⃗ ∈ 𝑊  

𝑣 = (𝑑, 𝑒, 𝑓)    𝑑𝑒 − 𝑓 = 0      𝑣 ∈ 𝑊  

𝑢⃗ + 𝑣 = (𝑎, 𝑏, 𝑐) + (𝑑, 𝑒, 𝑓)      

           = (𝑎 + 𝑑, 𝑏 + 𝑒, 𝑐 + 𝑓)     

Check restriction:  

2𝑥 − 3𝑦 + 4𝑧 = 2(𝑎 + 𝑑) − 3(𝑏 + 𝑒) + 4(𝑐 + 𝑓) 

              = 2𝑎 + 2𝑑 − 3𝑏 − 3𝑒 + 4𝑐 + 4𝑓 

              = (2𝑎 − 3𝑏 + 4𝑐) + (2𝑑 − 3𝑒 + 4𝑓) 

              = 0 + 0 

              = 0 

              ∴ 𝑊 is closed under vector addition.  

 

Scalar Multiplication 

( )

( )

( ) ( ) ( )

( )

( )

, ,

, ,

check restriction:

2 3 4 2 3 4

2 3 4

2 3 4

0

0 for all 

W is closed under scalar multiplication.

k R

ku k a b c

ka kb kc

x y z ka kb kc

ka kb kc

k a b c

k

k



=

=

− + = − +

= − +

= − +

=

=



  

The zero vector is in W since 2(0)-3(0)+4(0)=0 

Since W passed all of the tests, W is a subspace of ℝ𝟑.  
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4. Determine if the following set of vectors is a subspace of 22M . 

𝑆 = {𝐴 ∈ 𝑀22|𝐴 = 𝐴
𝑇} 

 

𝐴 = [
𝑎 𝑏
𝑐 𝑑

] ,where 𝑎, 𝑏, 𝑐, 𝑑 ∈ ℝ    

𝐴𝑇 = [
𝑎 𝑐
𝑏 𝑑

]     

𝐴 = 𝐴𝑇 

[
𝑎 𝑏
𝑐 𝑑

] = [
𝑎 𝑐
𝑏 𝑑

]     

𝑎 = 𝑎 

𝑏 = 𝑐 

𝑐 = 𝑏 

𝑑 = 𝑑 

∴ 𝐴 =   [
𝑎 𝑏
𝑏 𝑑

]  

 

 

Zero Vector 

( )

check restriction:

Is it possible for us to have a zero vector?

Yes!

0 0
If 0 which are all real numbers ,  then .

0 0

S contains a zero vector.

a b d A
 

= = = =  
 


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Vector Addition 

𝑢⃗ = [
𝑎 𝑏
𝑏 𝑑

]     𝑎, 𝑏, 𝑑 ∈ ℝ     𝑢⃗ ∈ 𝑆  

𝑣 = [
𝑒 𝑓
𝑓 ℎ

]     𝑒, 𝑓, ℎ ∈ ℝ     𝑣 ∈ 𝑆  

𝑢⃗ + 𝑣 = [
𝑎 𝑏
𝑏 𝑑

] + [
𝑒 𝑓
𝑓 ℎ

]     

           = [
𝑎 + 𝑒 𝑏 + 𝑓
𝑏 + 𝑓 𝑑 + ℎ

]    

Check restriction:  

𝑎 + 𝑒 ∈ ℝ       

𝑏 + 𝑓 ∈ ℝ       

𝑑 + ℎ ∈ ℝ       

∴ 𝑆 is closed under vector addition. 

Scalar Multiplication 

𝑘 ∈ ℝ  

𝑘𝑢⃗ = 𝑘 [
𝑎 𝑏
𝑏 𝑑

]  

= [
𝑘𝑎 𝑘𝑏
𝑘𝑏 𝑘𝑑

]  

Check restriction:  

𝑘𝑎 ∈ ℝ  

𝑘𝑏 ∈ ℝ  

𝑘𝑑 ∈ ℝ   

 For all 𝑘 

∴ 𝑆 is closed under scalar multiplication. 

Also, the zero matrix is in S. 

Since S passed all of the tests, S is a subspace of M22.  
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5. Let 

1 2 4

0 4 1

3 10 13

0 8 2

A

 
 
 =
 
 
 

 

a) Find bases for the row space and the column space of A. 

b) What are dim row A and dim col A? 

 

[

1 2 4
0 4 1
3 10 13
0 8 2

]
 𝑅3−3𝑅1→𝑅3 
→            [

1 2 4
0 4 1
0 4 1
0 8 2

] 

 

 𝑅2 ÷4→𝑅2 
→          

[
 
 
 
1 2 4

0 1 1/4
0 4 1
0 8 2 ]

 
 
 

 

 

 
𝑅1−2𝑅2→𝑅1
𝑅3−4𝑅2→𝑅3
𝑅4−8𝑅2→𝑅4

 

→            

[
 
 
 
1 0 7/2

0 1 1/4
0 0 0
0 0 0 ]

 
 
 

 

 

𝑛𝑢𝑙𝑙 𝐴 =  [

1
0
0
1

7/2
1/4

0
0
0
0

0
0

|

0
0
0
0

] 

7 / 2 0

1/ 4 0

7 / 2

1/ 4

1

x z

y z

z t

x

y t

z

+ =

+ =

=

−   
   

= −
   
      
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    1,0,7 / 2 , 0,1,1/ 4  is a basis for the row space of A. 

1 2

0 4
,

3 10

4 8

    
    
     

    
        

 is a basis for the column space of A. 

7 / 2

1/ 4

1

 −  
  

−  
    

 is a basis for the null space of A. 

 dim row A=2 

dim col A =2 
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6. Let 

0 1 0 3

1 1 3 0

2 1 3 2

1 0 0 2

A

− 
 
 =
 
 
 

. What is the dimension of the row space? 

 

The dimension of the row space is the same as the rank of the matrix. So… we Gauss… 

[

0 1 0 −3
1 1 3 0
2 1 3 2
1 0 0 2

]
 𝑅1 ←→𝑅2 
→         [

1 1 3 0
0 1 0 −3
2 1 3 2
1 0 0 2

] 

 

 𝑅3−2𝑅1→𝑅3
𝑅4−𝑅1→𝑅4

 

→            

[
 
 
 
1 1 3 0

0 1 0 −3
0 −1 −3 2
0 −1 −3 2 ]

 
 
 

 

 

 
𝑅1−𝑅2→𝑅1
𝑅3+𝑅2→𝑅3
𝑅4+𝑅2→𝑅4

 

→           

[
 
 
 
1 0 3 3

0 1 0 −3
0 0 −3 −1
0 0 −3 −1]

 
 
 

 

 

 𝑅3 ÷(−3)→𝑅3 
→            

[
 
 
 
 
1 0 3 3

0 1 0 −3

0 0 1 1/3
0 0 −3 −1 ]

 
 
 
 

 

 

 𝑅1−3𝑅3→𝑅1
𝑅4+3𝑅3→𝑅4

 

→            

[
 
 
 
 
1 0 0 2

0 1 0 −3

0 0 1 1/3
0 0 0 0 ]

 
 
 
 

  

Since 3rank A =  , dim 3rowA = . 
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7. Given that the RREF of the standard matrix for 𝑇:ℝ5 → ℝ4 is 

 

3 1 7 3 9 1 0 3 0 5 / 2

2 2 2 7 5 0 1 2 0 3 / 2
~

5 9 3 3 4 0 0 0 1 1

2 6 6 3 7 0 0 0 0 0

−   
   
− −

   
   −
   
−   

 

Find a basis for the row space, the column space, and null space of the standard matrix.  

 

A basis for the row space is       1 0 3 0 5 / 2 , 0 1 2 0 3 / 2 , 0 0 0 1 1 . 

A basis for the column space is 

3 1 3

2 2 7
, ,

5 9 3

2 6 3

 −      
      

−       
     − 
      −      

. 

8. Let 
1 5

5 1
A

 
=  

 
 and  22 |S B M AB BA=  = . 

a) Show that S is a subspace of M22. 

b) Find a basis for S. 

c) What is dim S? 

d) Find a matrix C such that C S . 

e) How could we know such a matrix C exists without explicitly finding it? 

f) Extend your basis in (b) to a basis for M22. 

a) First, let’s simplify the matrix AB based on the restriction given. 

1 5 5 5

5 1 5 5

1 5 5 5

5 1 5 5

5 5

5 5

5 5

5 5

a b
B

c d

a b a c b d
AB

c d a c b d

a b a b a b
BA

c d c d c d

AB BA

a c a b b c

b d a b a d

a c c d a d

b d c d b c

a b
B

b a

 
=  

 

+ +     
= =     

+ +     

+ +     
= =     

+ +     

=

+ = + → =

+ = + → =

+ = + → =

+ = + → =

 
 =  

   
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Vector Addition 

𝑢⃗ = [
𝑎 𝑏
𝑏 𝑎

]     𝑎, 𝑏 ∈ ℝ     𝑢⃗ ∈ 𝑆  

𝑣 = [
𝑒 𝑓
𝑓 𝑒

]     𝑒, 𝑓 ∈ ℝ     𝑣 ∈ 𝑆  

𝑢⃗ + 𝑣 = [
𝑎 𝑏
𝑏 𝑎

] + [
𝑒 𝑓
𝑓 𝑒

]     

           = [
𝑎 + 𝑒 𝑏 + 𝑓
𝑏 + 𝑓 𝑎 + 𝑒

]    

Check restriction:  

𝐼𝑡 ℎ𝑎𝑠 𝑡ℎ𝑒 𝑓𝑜𝑟𝑚 𝑜𝑓 𝑚𝑎𝑡𝑟𝑖𝑥 𝐵 and a+e and b+f∈ ℝ 

∴ 𝑆 is closed under vector addition. 

Scalar Multiplication 

𝑘 ∈ ℝ  

𝑘𝑢⃗ = 𝑘 [
𝑎 𝑏
𝑏 𝑎

]  

= [
𝑘𝑎 𝑘𝑏
𝑘𝑏 𝑘𝑎

]  

Check restriction:  

𝐼𝑡 ℎ𝑎𝑠 𝑡ℎ𝑒 𝑓𝑜𝑟𝑚 𝑜𝑓 𝑚𝑎𝑡𝑟𝑖𝑥 𝐵 and ka, kb ∈ ℝ 

 For all 𝑘 

∴ 𝑆 is closed under scalar multiplication. 

Also, the zero matrix is in S. We just let a=b=0. 

Since S passed all of the tests, S is a subspace of M22. 

 

Then, 

𝑆 = [
𝑎 𝑏
𝑏 𝑎

] = {𝑎 [
1 0
0 1

] + 𝑏 [
0 1
1 0

] |𝑎, 𝑏 ∈  ℝ}  

= 𝑠𝑝𝑎𝑛 {[
1 0
0 1

] , [
0 1
1 0

]}   
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b) A basis has two properties: it is a spanning set and its vectors are linearly independent. We 

already have a spanning set (see part (a)). Now we have to show that its vectors are linearly 

independent. 

1 0 0 1 0 0
,

0 1 1 0 0 0

1 0 0 1 0 0

0 1 1 0 0 0

0

0

0

span

a b

a

b

a b

      
=      

      

     
+ =     

     

=

=

 = =

 

 

Since the only solution is the trivial solution, the vectors are linearly independent. Therefore, a 

basis for S is 
1 0 0 1

,
0 1 1 0

    
    

    

. 

 

c) The basis in part (b) had 2 vectors. Therefore, dim S = 2. 

d) Let’s choose a very simple vector: 

1 0

0 0
C

 
=  

 
 

Now let’s show that we cannot construct C from our basis for S. 

1 0 0 1 1 0
,

0 1 1 0 0 0

1 0 0 1 1 0

0 1 1 0 0 0

1

0

0

span

a b

a

b

a

      
=      

      

     
+ =     

     

=

=

=

 

 

Since there is a contradiction (a = 1 AND a = 0), C S . 
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e) Since dim M22 > dim S and S is a subspace of M22, there are an infinite number of vectors that 

are contained in M22 (represented by this matrix C) that are not contained in S. 

f) Since dim S = 2 and dim M22 = 4, we need to add two linearly independent vectors to our basis 

to extend it to a basis of M22. 

Let’s “plug some holes” in our basis vectors. 

Proposed basis: 
1 0 0 1 1 0 0 0

, , ,
0 1 1 0 0 0 1 0

        
        

        

 

Now let’s check if these four vectors are linearly independent: 

1 0 0 1 1 0 0 0 0 0
, , ,

0 1 1 0 0 0 1 0 0 0

1 0 0 1 1 0 0 0 0 0

0 1 1 0 0 0 1 0 0 0

0

0

0

0

0

span

a b c d

a c

b

b d

a

a b c d

          
=          

          

         
+ + + =         

         

+ =

=

+ =

=

 = = = =

 

 

Since the only solution is the trivial solution, the vectors are linearly independent. Therefore, a 

basis for M22 is 
1 0 0 1 1 0 0 0

, , ,
0 1 1 0 0 0 1 0

        
        

        

. 
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9.  Determine whether the following statements are true or false. Justify your answer: 

 Determine which of the following sets of vectors are subspaces of ℝ𝑛or M22 (where appropriate) 

using the subspace test. 

i) 𝐵 = {(𝑥, 𝑦) ∈ ℝ2|3𝑥𝑦 = 0} 

ii) 𝐷 = {(𝑥, 𝑦, 𝑧, 𝑤) ∈ ℝ4|𝑥, 𝑦, 𝑧 = 0,𝑤 ∈ ℝ} 

iii) 𝐺 = {𝐴 ∈ 𝑀22|𝐴 = −𝐴
𝑇} 

 

i) Vector Addition 

( )

( )

( ) ( )

( )

( )( )

, 3 0

, 3 0

, ,

,

check restriction:

3

3 3 3 3

0 3 3 0

3 3

0

B is not closed under vector addition.

u a b ab u B

v c d cd v B

u v a b c d

a c b d

xy a c b d

ab bc ad cd

bc ad

bc ad

= = 

= = 

+ = +

= + +

= + +

= + + +

= + + +

= +





 

 

Since B failed one of the tests, B is not a subspace of R2. 
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ii) Vector Addition 

Vector Addition 

                                             
𝑢⃗ = (𝑎, 𝑏, 𝑐, 𝑑)    𝑎, 𝑏, 𝑐 = 0, 𝑑 ∈ ℝ      𝑢⃗ ∈ 𝐷    

                                              
𝑣 = (𝑒, 𝑓, 𝑔, ℎ)    𝑒, 𝑓, 𝑔 = 0, ℎ ∈ ℝ      𝑣 ∈ 𝐷  

Alternatively, can write                                             

𝑢⃗ = (0,0,0, 𝑎)    𝑎 ∈ ℝ       𝑢⃗ ∈ 𝐷    

                                               
𝑣 = (0,0,0, 𝑏)    𝑏 ∈ ℝ       𝑣 ∈ 𝐷  

I will use this form in the solution. Either is correct.  

𝑢⃗ + 𝑣 = (0, 0, 0, 𝑎) + (0, 0, 0, 𝑏)      

           = (0 + 0,0 + 0,0 + 0, 𝑎 + 𝑏) 

            = (0, 0, 0, 𝑎 + 𝑏)      

Check restriction:  

𝑥 = 0         𝑦 = 0          𝑧 = 0 

𝑤 = 𝑎 + 𝑏 ∈ ℝ   since a and b are real numbers, their sum is also a real number.  

              ∴ 𝐷 is closed under vector addition.  

Scalar Multiplication 

𝑘 ∈ ℝ   

     

𝑘𝑢⃗ = 𝑘(0, 0, 0, 𝑎)  

      = (0, 0, 0, 𝑘𝑎)  

Check restriction:  

𝑥 = 0          𝑦 = 0          𝑧 = 0 

𝑤 = 𝑘𝑎 ∈ ℝ   since k and a are real numbers, their product is also a real number.  

              ∴ 𝐷 is closed under scalar multiplication.  

Since D passed all of the tests, D is a subspace of  ℝ4. 
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iii)  

     𝐴 = [
𝑎 𝑏
𝑐 𝑑

] ,where 𝑎, 𝑏, 𝑐, 𝑑 ∈ ℝ  

−𝐴𝑇 = [
−𝑎 −𝑏
−𝑐 −𝑑

] 

      𝐴 = −𝐴𝑇 

[
𝑎 𝑏
𝑐 𝑑

] = [
−𝑎 −𝑏
−𝑐 −𝑑

] 

𝑎 = −𝑎 → 2𝑎 = 0 

𝑏 = −𝑐 

𝑐 = −𝑏 

𝑑 = −𝑑 → 2𝑑 = 0 

∴ 𝐴 = [
0 𝑏
−𝑏 0

]  

Vector Addition 

𝑢⃗ = [
0 𝑏
−𝑏 0

]     𝑏 ∈ ℝ     𝑢⃗ ∈ 𝐺  

𝑣 = [
0 𝑓
−𝑓 0

]     𝑓 ∈ ℝ     𝑣 ∈ 𝐺  

𝑢⃗ + 𝑣 = [
0 𝑏
−𝑏 0

] + [
0 𝑓
−𝑓 0

]     

           = [
0 𝑏 + 𝑓

−𝑏 − 𝑓 0
]    

Check restriction:  

𝑏 + 𝑓 ∈ ℝ       

−𝑏 − 𝑓 ∈ ℝ       

∴ 𝐺 is closed under vector addition. 
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Scalar Multiplication 

𝑘 ∈ ℝ   

     

𝑘𝑢⃗ = 𝑘 [
0 𝑏
−𝑏 0

]     

      =  [
0 𝑘𝑏
−𝑘𝑏 0

]     

Check restriction:  

𝑘𝑏 ∈ ℝ   

−𝑘𝑏 ∈ ℝ   

 for all k 

∴ 𝐺 is closed under scalar multiplication. 

 

Since G passed all of the tests, G is a subspace of M22. 
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10. Let 𝑈 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3|𝑥 − 4𝑦 − 2𝑧 = 0} 

i) Find a spanning set for U. 

ii) Find a basis for U. 

iii) Determine dim U. 

iv) Extend your basis in iii) to a basis for ℝ3. 

 

i)  

𝑈 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3|𝑥 − 4𝑦 − 2𝑧 = 0}  

𝑥 − 4𝑦 − 2𝑧 = 0  

                     𝑥 = 4𝑦 + 2𝑧  

(𝑥, 𝑦, 𝑧) = (4𝑦 + 2𝑧, 𝑦, 𝑧)  

                = 𝑦(4,1,0) + 𝑧(2,0,1)  

                = 𝑠𝑝𝑎𝑛 {(4,1,0), (2,0,1)}  

The spanning set is {(4,1,0), (2,0,1)}. 
 

ii) Let’s show that the vectors in the spanning set are linearly independent. 

( ) ( )  ( )

( ) ( ) ( )

4,1,0 , 2,0,1 0,0,0

4,1,0 2,0,1 0,0,0

4 2 0

0

0

span

a b

a b

a

b

=

+ =

+ =

=

=

 

Since the only solution is the trivial solution, the vectors are linearly independent. So, our 

spanning set is also a basis. Therefore, the basis is ( ) ( ) 4,1,0 , 2,0,1 . 

 

iii) The basis has two vectors in it, so dim U = 2. 
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iv) Many more answers are possible. 

ℝ3 = 𝑠𝑝𝑎𝑛{(4,1,0), (2,0,1), (0,0,1)}  or ℝ3 = 𝑠𝑝𝑎𝑛{(4,1,0), (2,0,1), (0,1,0)} are both 

valid given the instructions I have provided. 

Remember that we also have to prove that these vectors are linearly independent to show 

that these are valid bases of ℝ3. Here are the proofs for both sets of vectors that I have 

shown above. 

 

Set 1: 

( ) ( ) ( )  ( )

( ) ( ) ( ) ( )

4,1,0 , 2,0,1 , 0,0,1 0,0,0

4,1,0 2,0,1 0,0,1 0,0,0

4 2 0

0

0

0

span

a b c

a b

a

b c

a b c

=

+ + =

+ =

=

+ =

= = =

 

Since the only solution is the trivial solution, the vectors are linearly independent. 

Therefore, a basis for ℝ3 is ( ) ( ) ( ) 4,1,0 , 2,0,1 , 0,0,1 . 

Set 2: 

( ) ( ) ( )  ( )

( ) ( ) ( ) ( )

4,1,0 , 2,0,1 , 0,1,0 0,0,0

4,1,0 2,0,1 0,1,0 0,0,0

4 2 0

0

0

0

span

a b c

a b

a c

b

a b c

=

+ + =

+ =

+ =

=

= = =

 

Since the only solution is the trivial solution, the vectors are linearly independent. 

Therefore, a basis for ℝ3 is ( ) ( ) ( ) 4,1,0 , 2,0,1 , 0,1,0 . 
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11.  Find a basis for ( ) ( ) ( ) ( ) 1,0,0 , 2,0,1 , 1,1,1 , 0,0,2V span= . Find dim V. 

𝑎(1,0,0) + 𝑏(2,0,1) + 𝑐(1,1,1) + 𝑑(0,0,2) = (0,0,0) 

 

𝑎 + 2𝑏 + 𝑐 = 0 

𝑐 = 0 

𝑏 + 𝑐 + 2𝑑 = 0 
 

[
1
0
0

2
0
1

0
1
1

0
0
2
|
0
0
0
]

 𝑅2 ←→𝑅3 
→         [

1
0
0

2
1
0

0
1
1

0
2
0
|
0
0
0
] 

 

 𝑅1−2𝑅2→𝑅1 
→            [

1
0
0

0
1
0

−2
1
1

−4
2
0
|
0
0
0
] 

 

 𝑅1−2𝑅3→𝑅1
𝑅2−𝑅3→𝑅2

 

→             [
1
0
0

0
1
0

0
0
1

−4
2
0
|
0
0
0
] 

Since d is a parameter, we will eliminate its corresponding vector from the spanning set to form a 

basis. 

 

( ) ( ) ( ) ( )1,0,0 , 2,0,1 , 1,1,1 , 0,0, 2V span=    

Therefore, a basis for V is ( ) ( ) ( ) 1,0,0 , 2,0,1 , 1,1,1 . The dimension of V is 3.  
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12. Consider the subspace W of ℝ3 such that 𝑊 = 𝑠𝑝𝑎𝑛{𝑣 1, 𝑣 2, 𝑣 3, 𝑣 4} where 

 ( ) ( ) ( ) ( )1 2 3 41,0,4 , 3,3,1 , 4,3,5 , 1, 3,7v v v and v= = = = − −  

i) Find a basis for W and describe W geometrically. 

ii) Find the standard matrix for the linear transformation 𝑇:ℝ2 → ℝ3such that col(T) = W. 

iii) Find null (T). Also, calculate dim (null T) + dim (col T). 

 

i) We are given a spanning set. So, let’s check and see which vectors are linearly independent. 

 

( ) ( ) ( ) ( ) ( )

1 2 3 4 1 2 3 4, , ,

1,0,4 3,3,1 4,3,5 1, 3,7 0,0,0

3 4 0

3 3 3 0

4 5 7 0

span v v v v av bv cv dv

a b c d

a b c d

b c d

a b c d

= + + +

+ + + − − =

+ + − =

+ − =

+ + + =  
 

[
1 3
0 3
4 1

4 −1
3 −3
5 7

|
0
0
0
]

 𝑅3−4𝑅1→𝑅3 
→            [

1 3
0 3
0 −11

4 −1
3 −3
−11 11

|
0
0
0
] 

 

𝑅2 ÷3→𝑅2 
→        [

1 3
0 1
0 −11

4 −1
1 −1
−11 11

|
0
0
0
] 

 
 𝑅1−3𝑅2→𝑅1
𝑅3+11𝑅2→𝑅3

 

→            [
1 0
0 1
0 0

1 2
1 −1
0 0

|
0
0
0
] 

 

ii) From the above matrix, we can see that there are free variables in columns 3 and 4, and fixed 

variables in columns 1 and 2. Therefore, the vectors corresponding to columns 1 and 2 are 

linearly independent. 

A basis for W is therefore   ( ) ( ) 1 2, 1,0,4 , 3,3,1v v = . 

W is a plane through the origin in ℝ3 with direction vectors (1,0,4) and (3,3,1). 

We want T(x,y) = W. Simply put, the standard matrix will be 

1 3

0 3

4 1

A

 
 

=
 
  

, which is the column 

space (image) of W. 

iii) The null space can be found by row-reducing the augmented standard matrix. 
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𝑛𝑢𝑙𝑙 𝐴 = [
1 3 0
0 3 0
4 1 0

]
 𝑅3−4𝑅1→𝑅3 
→             [

1 3
0 3
0 −11

|
0
0
0
] 

 

 𝑅2 ÷3→𝑅2 
→          [

1 3
0 1
0 −11

|
0
0
0
] 

 
 𝑅1−3𝑅2→𝑅1
𝑅3+11𝑅2→𝑅3

 

→            [
1 0
0 1
0 0

|
0
0
0
] 

From the matrix above, we get 0x y= = . 

Therefore, the nullity of A is {0}. 

 

Using the rank-nullity theorem, we can determine the required dimensions. 

 

dim(null T)=0 and dim (col T)= dimension of column space=2 (2 vectors) 

∴ 𝑑𝑖𝑚(𝑛𝑢𝑙𝑙 𝑇) + 𝑑𝑖𝑚(col 𝑇) = 𝑛 = 2(number of columns)  

 

13.  Consider 

1 2 1

0 0 2

4 8 10

2 4 0

A

 
 
 =
 
 
 

. 

i) Find bases for the row space, column space, and null space of A. 

ii) What is dim row A, dim col A, and dim null A? 

[

1 2 1
0 0 2
4 8 10
2 4 0

]
 𝑅3−4𝑅1→𝑅3
𝑅4−2𝑅1→𝑅4

 

→            [

1 2 1
0 0 2
0 0 6
0 0 0

] 

   
     𝑅2 ÷2→𝑅2 
→           

[
 
 
 
1 2 1

0 0 1
0 0 6
0 0 0 ]

 
 
 

 

   
 𝑅1−𝑅2→𝑅1
𝑅3−6𝑅2→𝑅3

 

→            

[
 
 
 
1 2 0

0 0 1
0 0 0
0 0 0 ]

 
 
 

 

𝑛𝑢𝑙𝑙𝑠𝑝𝑎𝑐𝑒 𝐴 = [

1
0
2
0
0
1

0
0
0
0
0
0

|

0
0
0
0

] 
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2 0

0

2

0

2

1

0

x y

y t

z

x y

y t

z

t R

x

y t

z

+ =

=

=

= −

=

=



−   
   

=
   
      

 

A basis for the row space is     1 2 0 , 0 0 1 . 

A basis for the column space is 

1 1

0 2
,

4 10

2 0

    
    
     

    
        

  

A basis for the null space is 

2

1

0

 −  
  
  
    

.The dimension of the row space is 2. 

The dimension of the column space is 2. The dimension of the null space is 1. 
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14. Determine if 𝑏⃗ = [
1
3
] is in the column space of 𝐴 and if 𝑤⃗⃗ = [−1 1 2] is in the row space 

of 𝐴 where 𝐴 =  [
1 0 1
1 1 −1

] 

[
1 0 1
1 1 −1

|
3
1
] R2-R1→ R2 [

1 0 1
0 1 −2

|
3
−2
] 

∴ since there is a solution (system is consistent)   

∴   𝑏⃗   is in col A.  

[
𝐴

𝑤
] =  [

1 0 1
1 1 −1

−1 1 2

] R2-R1 → R2     R3+R1 → R3  

 

[
1 0 1
0 1 −1

0 1  3

] R3-R2→ R3 [
1 0 1
0 1 −2

0 0   5

] 

 

R3÷5 → R3 [
1 0 1
0 1 −2

0 0   1

] R2+2R3 → R2      R1-R3 → R1 

[
1 0 0
0 1 0

0 0   1

] 

 

Note: if 𝑤⃗⃗  is in row (A) then 𝑤⃗⃗  is a linear combination of the rows of A, and if we row reduce 

[
𝐴

𝑤
] we will get a matrix of the form [

𝐴′

0
]  

 

Here, we can’t make the last row all 0’s ∴  𝑤⃗⃗  ∈  row(𝐴).  
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15. Do the vectors [
1
2
4
]  [
−1
0
1
] and [

5
2
1
] form a basis for R3?  

Yes, if we row reduce, we see rank =3 with these vectors as columns (you can use rows too)  

∴ they form a basis of R3.  

 

16. Consider the non-standard basis ( ) ( )1 2 1 2 1 2, 2 ,2B v v e e e e= = − + +  in ℝ2. 

Compute the following: 
2

4
B

− 
 
 

,  1 23
B

e e+ , and 1 2

47

4 6 B

v v
 

+ 
 

. 

First, let’s find the numerical values of the vectors 1v  and 2v . This will make our computations 

easier: 

( )

( )

1 1 2

2 1 2

1 0 1
2 2

0 1 2

1 0 2
2 2

0 1 1

v e e

v e e

−     
= − + = − + =     

     

     
= + = + =     

     

 

Now we can solve for the coordinates of each the desired vectors: 

1 1 2 2

1 2

1 2

2

4

2 1 2

4 2 1

2, 0

2 2

4 0
B

c v c v

c c

c c

− 
= + 

 

− −     
= +     

     

= =

−   
 =   

   

 

 

 

( ) ( )

 

1 2 1 1 2 2

1 1 2 2 1 2

1 2

1 2

3

2 2

1, 1

1
3

1B

e e c v c v

c e e c e e

c c

e e

+ = +

= − + + +

= =

 
 + =  

 
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17. Let 1 2 3, ,v v v  and 4v  be vectors in ℝ4. Choose all of the correct statements. 

 i) ( )1 2,span v v  can be 1-dimensional. 

 ii) ( )1 2 1 3 2 1, ,sp v v v v v v− − −  can be 3-dimensional. 

 iii) ( )1 2 1 3 2 1 3, , ,sp v v v v v v v− − −  can be 4-dimensional. 

 iv) ( )1 2 3 4, , ,sp v v v v  can be 4-dimensional. 

 

i) Yes. If 
1v  and 

2v  are scalar multiples (i.e., linearly dependent), then their span could be 1-

dimensional. 

ii) Yes. If the three vectors are linearly independent, then three unique linear combinations 

would be 3-dimensional. 

iii) No. There needs to be four unique, linearly independent vectors in the span for this to be 

true. There are only three unique vectors in the span. 

iv) Yes. If the four vectors are linearly independent, then the span would be 4-dimensional. 
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18. Show that the set S = { } is a basis for 3. 

In order to show that this set constitutes a basis for 3, we need to show that it spans 3 and that 

it is linearly independent. 

Step 1: Show that S spans 3. 

 

Equating the variables: 

x + y + z = a 

y + z = b 

z = c 

In matrix form: 

  …RREF [
1 0 0
0 1 0
0 0 1

] which has rank 3, so the column vectors span 3. 

 

We could also say that since the determinant of the matrix is nonzero, so we know that there is a 

unique solution for which the above system of equations holds. 

Therefore, S spans 3. 

Step 2: 

Note that the above equation can be transformed into RREF of the following form.  Therefore,  

the set is independent. 

[
1 0 0
0 1 0
0 0 1

] 

Therefore, the set is a basis for 3. 

 

 

 

 

 

 

)1,1,1(),0,1,1(),0,0,1(

),,()1,1,1()0,1,1()0,0,1(),,( zzyzyxzyxcba +++=++=

















100

110

111
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19. Given that the reduced row echelon form of the matrix 

 is  

 

Find a basis for each of the following: the row space of A, the column space of A, and the null 

space of A. 

row space of A:  Basis = . 

 

column space of A: Basis =  

 

null space of A:  Solving Ax = 0 is the equivalent to solving Rx = 0. 

      

                 

 

Assign free variables  and  arbitrary values , respectively, 

and the solution becomes 

 

                                                Basis = . 

 


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20. Find a basis for the null space of  

By definition, the null space of D is the solution space of 𝐷𝑥 = 0⃗ . 

 

The augmented matrix of this equation in RREF is  

 

assigning free variable , where  

we get  

 

So, the solution space is , where .  

 

Therefore, a basis for the null space of D is . 
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Appendix 1: Binary Numbers and Modulus 

 

Example 1.1. 

[1,0,1,1,0] + [0,1,1,0,1] = [1,1,0,1,1]  

Example 1.2. 

Calculate: 2 + 1 + 0 + 2 + 1 = 6 = 0 𝑖𝑛 𝑍3 since 6÷ 3 = 2𝑅0 

Example 1.3. 

𝑢⃗ = [2,2,0,2,1] + 𝑣 = [1,2,2,1,2] = [3, 4, 2, 3, 3] = [0,1,2,0,0] 𝑖𝑛 𝑍3  

Since 3÷ 3 = 1𝑅0 and 4 ÷ 3 = 1𝑅1 

Example 1.4.  

12/7 = 1 R5 

So, -12 mod 7 = 7 – 5 = 2 

If b>a>0, then a mod b =a 

Example. 5 mod 8 = 5 

Example 1.5. 

 

Perform the operations: 

a) 2 + 1 + 2 + 2 in 𝑍3  
= 7 = 1 in 𝑍3    7÷ 3 = 2𝑅1 

 

𝑏) 2𝑥 + 3 = 1 in 𝑍5 
2𝑥 + 3 + 2 = 1 + 2    we need to add to 2 on the left, so it becomes 0 in 𝑍5   

2𝑥 = 3      Now, 3(2)=6 and 6÷ 5 = 1𝑅1, so we have 1x on the left 

(2)(3)𝑥 = (3)(3) 

∴ 𝑥 = 9  in 𝑍5   9÷ 5 = 1𝑅4 

∴ 𝑥 = 4  is the answer 

 

c) (2)(3)(4)(3) in 𝑍4 

(2)(3)(4)(3)= 72 

72= 4(18) + 0 

Therefore, the answer is 0. 
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Example 1.6. 

  

a) 3[4, 8, 6] = [12, 24, 18] = [2, 4, 8] 

 

12 ÷ 10 = 1𝑅2  

24 ÷ 10 = 2𝑅4  

18 ÷ 10 = 1𝑅8  

 

b) [6, 8, 4] + [5, 5, 5] 

= [11, 13, 9]                    11 ÷ 10 = 1𝑅1  

= [1, 3, 9]                         13 ÷ 10 = 1𝑅3  

                                            9 mod 10 = 9  

 

Example 1.7. 

 

a) 6𝑥 = 6 (mod 3) mod 3 so try 0,1,2 

𝑥 = 0          6(0) = 0                        0 mod 3 = 0 not 6 ∴ 0 not 6 

𝑥 = 1          6(1) = 6 

𝑥 = 2          6(2) = 12                      12 ÷ 3 = 4𝑅0 

∴ only 𝑥 = 1  is a solution  

 

b) 2𝑥 = 1    (mod 6) try 0, 1, 2, 3, 4, 5 

𝑥 = 0          2(0) = 0         0 mod 6 = 0   ∴ not 1 

𝑥 = 1          2(1) = 2         2 mod 6 = 2   ∴ not 1 

𝑥 = 2          2(2) = 4         4 mod 6 = 4   ∴ not 1 

𝑥 = 3         2(3) = 6         6 ÷ 6 = 1𝑅1   ∴  1  

𝑥 = 4          2(4) = 8         8 ÷ 6 = 1𝑅2   ∴ 2 not 1 

𝑥 = 5          2(5) = 10     10 ÷ 6 = 1𝑅4  ∴ 4 not 1 

∴ the only solution is 𝑥 = 3 
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Example 1.8. 

 

= 1(2) + 2(4) + 3(5) 

= 2 + 8 + 15 

= 25 mod 5              25 ÷ 5 = 5𝑅0 

= 0  
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Appendix 2: Row-Reducing and Solving Systems over Zn and Inverse 

 

Example 2.1. Solve over Z3:  

𝑥1 + 2𝑥2 + 2𝑥3 = 0  

𝑥1              +  𝑥3 = 2  

            𝑥2  +  2𝑥3 = 2  

[
1 2 2
1 0 1
0 1 2

|
0
2
2
] R2 + 2R1 → R2 

        Need to get 1+2=3 ∴ 3 ÷ 3 = 1R0 = 0 in Z3 

[
1 2 2
0 1 2
0 1 2

|
0
2
2
]      0 + 2(2) = 4 ÷ 3 = 1R1,      1 + 2(2) = 5 ÷ 3 = 1R2                    

R3 +2 R2 → R3   

[
1 2 2
0 1 2
0 0 0

|
0
2
0
]         2 + 2(0) = 2 

R1 + R2 → R1 

  𝑥       𝑦      𝑧 

[
1 0 1
0 1 2
0 0 0

|
2
2
0
]     2 + 2 = 4 ÷ 3 = 1R1 

∴ 𝑧 = 𝑡 

𝑥 + 𝑡 = 2      Here, we need to make “3t” on the left as that will be 0 in Z3 

𝑥 + 𝑡 + 2𝑡 = 2 + 2𝑡 or  𝑥 + 3𝑡 = 2 + 2𝑡 which means 𝑥 + 0 = 2 + 2𝑡 𝑎𝑛𝑑 𝑥 = 2 + 2𝑡 

𝑦 + 2𝑡 = 2     So, we get: 𝑦 + 2𝑡 + 𝑡 = 2 + 𝑡  𝑤ℎ𝑖𝑐ℎ 𝑚𝑒𝑎𝑛𝑠 𝑦 + 0 = 2 + 𝑡 𝑎𝑛𝑑 𝑦 = 2 + 𝑡     

 

∴ Solution is 

[
𝑥
𝑦
𝑧
] = [

2 + 2𝑡
2 + 𝑡
𝑡
] , 𝑡 ∈ 𝑍3. 
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* in Zp, there can never be infinitely many solutions. Here in Z3, 𝒕 can equal 0, 1, or 2 ∴ we 

get 3 solutions.  

 

If t=0, we get [
𝑥
𝑦
𝑧
] = [

2
2
0
] 

If t=1, we get [
𝑥
𝑦
𝑧
] = [

2 + 2(1)
2 + 1
1

] = [
1
0
1
] in Z3 

 

If t=2, we get [
𝑥
𝑦
𝑧
] = [

2 + 2(2)
2 + 2
2

] = [
0
1
2
] in Z3 

(6÷ 3 = 2𝑅0) 

 

 

Example 2.2.  

   * Remember, all calculations are in 𝑍3 

To get a 1, you need to multiply. To get a 0, you need to add a multiple of another row. 

  Solution:   

  [𝐴/𝐼] → [𝐼/𝐴−1] 

   [
2 1
2 0

|
1 0
0 1

]    𝑅1 × 2 → 𝑅1 

                               4 ÷ 3 = 1𝑅1 

   [
1 2
2 0

|
2 0
0 1

]      6 ÷ 3 = 2𝑅0 

                                 𝑅2 + 𝑅1 → 𝑅2 

   [
1 0
0 2

|
2 0
2 1

]       𝑅2 × 2 → 𝑅2  [
1 2
0 1

|
2 0
1 2

] 𝑅1 + 𝑅2 → 𝑅1 [
1 0
0 1

|
0 2
1 2

] 

𝐴−1 = [
0 2
1 2

] 
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Appendix 3: Code Vectors 

 

Example 3.1.  

Since we need an even number of "1's, the check digit would be 0 and the parity check code 

vector would be (1,0,1,0,0). 

 

Example 3.2.  

Since there are an even # of 1's, a single digit error could not have occurred.  

The way this question is solved in some textbooks is very confusing.  What you need to know is 

that when working with binary numbers, the first four numbers are: 0,1, 10, 100 

You do the dot-product of the vector with the vector (1,1,1,...1).  

(1,0,1,0) ∙ (1,1,1,1) = 1 + 0 + 1 + 0 

Then, add the answer like you normally would. 

Sum=2  **But, a sum of 2, means "0" in binary.   

For any other sum, the answer is the last digit of the binary number. 

 

Example 3.3. Find the check digit for the UPC code "883 929 048 81" 

Solution: 

3(8+3+2+0+8+1) + (8+9+9+4+8) + d 

=3(22) + (38) + d 

=66 + 38 + d 

=104 + d 

Now, decide what number d must be in order to get to the next multiple of 10. 

The next multiple of 10 is 110, so d=6 

The check digit is 6. 
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Example 3.4.  a) The last digit is the check digit...d=6 

3(0+6+8+0+4+0) + (0+3+3+1+5) + d  OR  (3,1,3,1,3,1,3,1,3,1,3,1)∙ (0, 0, 6, 3, 8, 3, 0,1,4, 5,0, 6) 

=3(18) + 12 +6    = 0 + 0 + 18 +3 + 24 +3 +0 + 1+ 12 +5+ 0 +6 

=54 + 12 + 6     =72 

=72 which is NOT a multiple of 10, therefore there is an error in the code 

b) The new code would be:  " 060 383 014 506" 

Check that it is correct: 

3(0+0+8+0+4+0) +(6+3+3+1+5)+d  OR do (3,1,3,1,3,1,3,1,3,1,3,1)∙ (0,6,0, 3,8,3, 0,1,4 ,5,0,6) 

=3(12) + (18) + 6 

=36 + 18 + 6 

=60 which is a multiple of 10!!!! 

Example 3.5.  

To find the check digit: 

The check vector is 𝑐 = (10,9,8,7,6,5,4,3,2,1) 

If we let the ISBN number be vector 𝑣 , we get:  𝑣 = (0,2,0,1,5,3,0,8,2, 𝑑) 

We now find 𝑐 ∙ 𝑣   in Z11 

(10,9,8,7,6,5,4,3,2,1) ∙ (0,2,0,1,5,3,0,8,2, 𝑑) 

=0+18 +0 +7 + 30+ 15+0+24+4+d       

  (now, without a calculator, it is difficult to add and divide by 11) 

Now, look at these numbers and any multiples of 11 will become 0 in 𝑍11 

= 0 + 11+ 7 + 7 + 11(2) + 8 + 11+ 4 + 11(2) + 2 + 4 + d 

=0 + 7 + 7+ 8+ 4 +2+ 4+ d 

=14 + 18+ d 

=32 + d 

=11(2) + 10 + d 

=10 + d 

Solve for d where:    10+ d = 11 

      d=1   Therefore, the check digit is 1. 
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Example 3.6. Show that the ISBN number can't be correct. ISBN= 300 640 615 2 

Solution: 

 a) If the ISBN number is correct, then 𝑑 ∙ 𝑣 =0 

(10,9,8,7,6,5,4,3,2,1) ∙ (3,0,0,6,4,0,6,1,5,2) 

=30 + 0 + 0 + 42 + 24 +0 +24 +3 +10 + 2 

=11(2) + 8 + 11(3) + 9 + 11(2) + 2 + 11(2) + 2 + 3 + 10 + 2 

=8 + 9 + 2 + 2 + 3 + 10 + 2 

=21 + 15 

=36 

=11(3) + 3 

=3  

Therefore, since the result in 𝑍11 is 3 and not 0, so it is incorrect. 

 

 

b)  Assume that the error was a transposition error involving the first two entries, find the correct 

ISBN-10 and prove that it is correct. 

Solution: 

ISBN=030 640 615 2 

(10,9,8,7,6,5,4,3,2,1) ∙ (0,3,0,6,4,0,6,1,5,2) 

=0+27+0+42+24+0+24+3+10+2 

=11(2)+5+11(3)+9+11(2)+2+11(2)+2+3+10+2 

=5+9+2+2+3+10+2 

=33 

=11(3)+0 

=0  Therefore, since the result is 0, it is a correct ISBN number. 

 

Note: If they don't tell you which entries are switched, but just that two adjacent entries are 

switched, you would have to use trial and error.  First, you would switch the first and second 

entries and calculate the dot product, then if it is not zero, move to second and third, etc. 
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Example 3.7. 

 

𝑐 = [3, 2, 1]        𝑣 = [2, 3, 𝑑]         

𝑐 ∙ 𝑣 = [3, 2, 1] ∙ [2, 3, 𝑑] 

= 3(2) + 2(3) + 1(𝑑) 

= 6 + 6 + 𝑑 

= 12 + 𝑑        (mod 4) 

 

For 𝑐 ∙ 𝑣 = 0,we get 𝑑 = 4 

 

i.e. 12 + 4 = 16       16 ÷ 4 = 4𝑅0 
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Appendix 4: Complex Numbers 

 

Example 4.1. Express 
−2+3𝑖

3+7𝑖
 in the form 𝑎 + 𝑏𝑖 

Solution: multiply by the conjugate  

(−2 + 3𝑖)

(3 + 7𝑖)
  
(3 − 7𝑖)

(3 − 7𝑖)
=  
−6 + 14𝑖 + 9𝑖 − 21𝑖2

9 − 21𝑖 + 21𝑖 − 49𝑖2
 

=
−6 + 23𝑖 − 21(−1)

9 − 49(−1)
 

=
15 + 23𝑖

58
 

=
15

58
+
23

58
𝑖 

 

Example 4.2. Find the sum, product, and difference of 5 − 3𝑖 and − 2 + 8𝑖 

Solution: 

(5 − 3𝑖) + (−2 + 8𝑖) = 3 + 5𝑖 

(5 − 3𝑖) − (−2 + 8𝑖) = 5 + 2 − 3𝑖 − 8𝑖 = 7 − 11𝑖 

(5 − 3𝑖)(−2 + 8𝑖) = −10 + 40𝑖 + 6𝑖 − 24𝑖2 

                                    = −10 + 40𝑖 − 24(−1) 

                                    = 14 + 46𝑖 
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Example 4.3. Find the absolute value of 4 + 5𝑖 

Solution: 

|𝑧| = |𝑎 + 𝑏𝑖| = √𝑎2 + 𝑏2 

Here,  

𝑎 = 4, 𝑏 = 5 

∴ |𝑧| =  √42 + 52 

          =  √16 + 25 

          =  √41 

Note: argZ is not unique as if we add/subtract any multiple of 2𝜋, we get another argument of Z.  

But there is only one argument satisfying: −𝜋 < 0 ≤ 𝜋  

and this is called the principal argument and is denoted by ArgZ.  

 

Example 4.4. Recall that 𝑎 = |𝑧| cos 𝜃 and 𝑏 = |𝑧| sin 𝜃. 

The question states that the modulus is 2, which means |𝑧| = 2, 

and it also says that the argument is 
−𝜋

6
, so 𝜃 = −

𝜋

6
, subbing these values into the expression 

above, we get:    𝑎 = 2 cos (
−𝜋

6
) = 2 (

√3

2
) = √3 

𝑏 = 2 sin (−
𝜋

6
) = 2 (−

1

2
) = −1 

so,      𝑧 = 𝑎 + 𝑏𝑖 

𝑧 = √3 − 𝑖 
And now we represent this point on an argand diagram:  

NOTE: If you took the angle clockwise from positive x around, it would be greater than 𝜋 
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Example 4.5. Write in polar form using its principal argument for 3 − 3𝑖. 

𝑎 = 3, 𝑏 = −3 

 

𝑟 = |𝑧| =  √𝑎2 + 𝑏2 =  √32 + (−3)2 = √18 = 3√2 

 

∝= tan−1 |
−3

3
| = tan−1|−1|=tan−1(1) 

∝=
𝜋

4
      ∴ 𝜃 =

−𝜋

4
       

𝑧 = 𝑟 (cos 𝜃 + 𝑖 sin 𝜃) 

𝑧 = 3√2 (cos (
−𝜋

4
)  + 𝑖 sin (

−𝜋

4
 ) )  
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Example. 4.6. Find the polar form of 𝑧𝑤,
𝑧

𝑤
 and

1

z
 .  

 

a) 𝑍 = −2 + 2𝑖,         𝑤 = √3 + 𝑖 

𝑎 = −2, 𝑏 = 2                         𝑎 = √3, 𝑏 = 1 

𝑟 = √(−2)2 + 22                   𝑟 =  √(√3)
2
+ 12    

𝑟 = √8 = √4√2                     𝑟 = √4 

𝑟1 = 2√2                                  𝑟2 = 2  

𝑧𝑤 =  𝑟1𝑟2 [cos(𝜃1 + 𝜃2) + 𝑖(sin(𝜃1 + 𝜃2))] 

 

∝= tan−1 |
2

−2
| = tan−1(1) =

𝜋

4
                                                      ∝= tan−1 |

1

√3
|         ∝=

𝜋

6
    

∴ 𝜃1 =  𝜋 −
𝜋

4
=
3𝜋

4
                                                                                   𝜃2 =

𝜋

6
 

𝜃1 + 𝜃2 = 
3𝜋

4
 +
𝜋

6
=  
9𝜋

12
+
2𝜋

12
=
11𝜋

12
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𝑧𝑤 =  2√2(2) [cos (
11𝜋

12
) + 𝑖 sin (

11𝜋

12
)] 

𝑧

𝑤
= 
𝑟1
𝑟2
 [cos(𝜃1 − 𝜃2) + 𝑖 sin(𝜃1 − 𝜃2)] if Z ≠ 0 

 

𝜃1 − 𝜃2 =
9𝜋

12
−
2𝜋

12
=
7𝜋

12
 

∴
𝑧

𝑤
= 
2√2

2
[cos (

7𝜋

12
) + 𝑖 sin (

7𝜋

12
)] 

 

1

𝑧
=
1

𝑟
(cos 𝜃 − 𝑖 sin 𝜃)  

1

𝑧
=

1

2√2
 [cos

3𝜋

4
− 𝑖 sin

3𝜋

4
] 

 

Example 4.7. In this case 𝑛 = 6, thus 

[cos (
7𝜋

8
) + 𝑖 sin (

7𝜋

8
)]
6

= [cos (6 ∙
7𝜋

8
) + 𝑖 sin (6 ∙

7𝜋

8
)] 

= cos (
42𝜋

8
) + 𝑖 sin (

42𝜋

8
) 

=
−√2

2
−
√2

2
𝑖 
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Appendix 5: Markov Chains 

Example 5.1. 

a)  

                𝐴       𝐵 

𝑃 =
𝐴
𝐵
[
0.6 0.3
0.4 0.7

] 

 

𝑥 𝑡+1 = 𝑃𝑥𝑡⃗⃗  ⃗ 

 

b)  

 

The probability of switching from Brand A to Brand B after two months is 0.24+0.28=0.52 or 

52%. 

 

c) [
0.6 0.3
0.4 0.7

] [
60
40
] 

 

= [
0.6(60) 0.3(40)

0.4(60) 0.7(40)
] 

 

= [
36 + 12
24 + 28

] = [
48
52
] 

 

∴ after 1 month 48 people will be using brand A and 52 people will be using brand B 
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d) [𝐼 − 𝑃|𝑂⃗ ]  

𝐼 − 𝑃 = [
1 0
0 1

] − [
0.6 0.3
0.4 0.7

]  

𝐼 − 𝑃 = [
0.4 −0.3
−0.4 0.3

]  

 

∴ [𝐼 − 𝑃|𝑂⃗ ] = [
0.4 −0.3
−0.4 0.3

|
0
0
]   0.4 =

4

10
=
2

5
 

 

        ∴ 𝑅1 ×
5

2
→ 𝑅1 and  𝑅2 + 𝑅1 → 𝑅2 

 

[
1 −3/4
0 0

|
0
0
]                 − 0.3 ×

5

2
=
−3

10
 ×
5

2
=
−15

20
=
−3

4
 

 

∴ 𝑥2 = 𝑡 

𝑥1 − 3/4 𝑡 = 0 

𝑥1 = 3/4 𝑡 Since we want a probability vector, it must add to 1: 

∴
3

4
𝑡 + 𝑡 = 1 

3

4
𝑡 +

4

4
𝑡 = 1 

7

4
𝑡 = 1 

𝑡 =
4

7
 

∴ 𝑥2 =
4

7
 

    𝑥1 =
3

7
 

 

𝑥 = [
3/7
4/7

]. This is the long-term vector. 
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5.2 Homework on Appendix 5 

1. a)                 𝐻           𝐿 

𝑃 =
𝐻
𝐿
[
0.70 0.80
0.30 0.20

] 

b) [
0.7 0.8
0.3 0.2

] [
200
100

]  

= [
0.7(200) + 0.8(100)

0.3(200) + 0.2(100)
]  

= [
220
80
]  

∴ there will be 220 high risk and 80 low risk drivers. 

c) What is the long-term vector? 

[
0.7 0.8
0.3 0.2

] [
𝑥
𝑦] = [

𝑥
𝑦]  

[𝑃 − 𝐼]𝑣 = 𝑂⃗   

[
0.7 0.8
0.3 0.2

] − [
1 0
0 1

] = [
−0.3 0.8
0.3 −0.8

]  

[
−0.3 0.8
0.3 −0.8

|
0
0
] → row reduce 

𝑅2 − 𝑅1 → 𝑅2  

𝑅1 ×
−10

3
→ 𝑅1  

   𝑥        𝑦  

[
1 −8/3
0 0

|
0
0
]  

8

10
×
−10

3
=
−8

3
  

𝑦 = 𝑡  

𝑥 − 8/3𝑡 = 0  

𝑥 =
8

3
𝑡  Since we want a probability vector, we must add up to 1: 

8

3
𝑡 + 𝑡 = 1 

8

3
𝑡 + 

3

3
𝑡 = 1 so, 

11

3
𝑡=1 and t= 3/11. 
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∴ [
𝑥
𝑦] = [

8/11 
3/11

]. This is the long-term vector. 

 

2. a)       𝐴       𝐵 

𝑃 =
𝐴
𝐵
[
0.8 0.6
0.2 0.4

] 

 

𝑥 𝑡+1 = 𝑃𝑥𝑡⃗⃗  ⃗ 

 

b)  

 

From the tree, the probability of switching from Brand A to Brand B after two months is 

0.16+0.08=0.24 or 24%. 

 

c) [
0.8 0.6
0.2 0.4

] [
50
150

] = [
0.8(50) + 0.6(150)

0.2(50) + 0.4(150)
]=[
40 + 90
10 + 60

]=[
130
70
] 

[
0.8 0.6
0.2 0.4

] [
130
70
] = [

0.8(130) + 0.6(70)

0.2(130) + 0.4(70)
] = [

146
54
] 

After two months, 54 will be using Brand B and 146 using Brand A. 
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Homework on Appendices 1-4  

 

1. If  𝑢⃗ = [1,0,1,1,0] and 𝑣 = [0,1,1,0,1]  are binary vectors, find 𝑢⃗ + 𝑣 .  
 

𝑢⃗ = [0,1,1,0], 𝑣 = [1,1,1,1]   

𝑢⃗ + 𝑣 = [1,0,0,1]  

 

2. Write out the addition and multiplication tables for Z5 

 

3. Perform the operations: 

a) 

2 + 1 + 2 + 2 in 𝑍3  

= 7 = 1 in 𝑍3    7÷ 3 = 2𝑅1 

 

b) 2(2 + 1 + 1)in 𝑍3 
= 2(4) = 2(3(1) + 1)   4 ÷ 3 = 1𝑅1  or do ∴ 8 ÷ 3 = 2𝑅2   

= 2(1)  

= 2 in 𝑍3  

 

c) 2 ∙ 2 ∙ 3 in 𝑍4  
= 12      12 ÷ 4 = 3𝑅0 

= 4(3) + 0  

= 0 in 𝑍4  
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4. Solve the equation or say no solution if there is not one.  

(a) 𝑥 + 5 = 2 in 𝑍6  
𝑥 + 5 + 1 = 2 + 1   we add 1 on the left to get 5+1=6 which is 0 in Z6…add 1 on the other side 

too! 

𝑥 + 0 = 3 (in 𝑍6 )  

𝑥 = 3 in 𝑍6  

(b)  2𝑥 = 3 in 𝑍4 
No solution since 2 times any # must be even, so we can’t get a remainder of 3 when divided by  

(c) 2𝑥 + 3 = 1 in 𝑍5 
2𝑥 + 3 + 2 = 1 + 2    we need to add to 2 on the left, so it becomes 0 in 𝑍5   

2𝑥 = 3      Now, 3(2)=6 and 6÷ 5 = 1𝑅1, so we have 1x on the left 

(2)(3)𝑥 = (3)(3) 

∴ 𝑥 = 9  in 𝑍5   9÷ 5 = 1𝑅4 

∴ 𝑥 = 4  is the answer 

 

5. Perform the indicated operations: 

a) 2+2+2+2 in 𝑍3 

To find the solution in 𝑍3, we first add the numbers up as we normally would. 

2+2+2+2=8 

Now, we need to write this number as multiples of 3 plus any remainder since we are dealing 

with 𝑍3 . 

This remainder is our answer. 

2+2+2+2=8=2(3) + 2  

Therefore, the answer is 2. 

 

b) 3(1+2+2) in 𝑍3 

3(1+2+1)= 3 + 6 + 6 = 15 

15= 3(5) + 0 

Therefore, since the remainder is 0, when we divide by 3, the answer is 0. 
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c) (2)(3)(4)(3) in 𝑍4 

(2)(3)(4)(3)= 72 

72= 6(12) + 0 

Therefore, the answer is 0. 

 

d) (2)(3)(4)(2) in 𝑍5 

(2)(3)(4)(2)= 48 

48= 5(9) +3 

Therefore, the answer is 3. 

 

e) 3(3+3+2+1) in 𝑍4 

3(3+3+2+1)= 3(9)= 27   or do 27÷ 5 = 6𝑅3, ∴ 3 𝑖𝑠 𝑡ℎ𝑒 𝑎𝑛𝑠𝑤𝑒𝑟 

27=4(6) + 3 

Therefore, the answer is 3.  

 

6. Perform the indicated operations: 

a) 3 + 2+ 4 + 5 in Z3 

3+2+4+5=14 

14=(3)(4) + 2     or do 14÷ 3 = 4𝑅2, ∴ 2 𝑖𝑠 𝑡ℎ𝑒 𝑎𝑛𝑠𝑤𝑒𝑟 

=2 

The solution is 2 in Z3 

 

b) 3+2+4+4 in Z4 

3+2+4+4=13     or do 13÷ 4 = 3𝑅1, ∴ 1 𝑖𝑠 𝑡ℎ𝑒 𝑎𝑛𝑠𝑤𝑒𝑟 

13=4(3) + 1 

=1    

The solution is 1 in Z4 
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c) 8(6+1+2+2) in Z5 

8(6+1+2+2)=8(12) 

8(11)=88 

88= 5(17) +3 

=3 The solution is 3 in Z5 

 

7. -12 mod 5=? If a<0, then a mod b = b – remainder 

Since 12/5 = 2 R2, -12 mod 7 = 5 – 2 = 3. 

 

8. Yes, since 37 is a prime number any equation ax=b in Zp with 𝑎 ≠ 0 has a unique solution in 

Zp 

 

9. Solve the following over Z3:  

𝑥 + 𝑦 = 2 

2𝑥 + 𝑦 = 1 

[
1 1
2 1

|
2
1
] R2 + R1 → R2 (to get a 0, we add a multiple of another row) 

[
1 1
0 2

|
2
0
] R2 x 2 → R2     (to get a 1, we must multiply that row by a scalar) 

      4 ÷ 3 = 1𝑅1 

[
1 1
0 1

|
2
0
] R1 +2R2 → R1 

[
1 0
0 1

|
2
0
] 2 + 2(0) = 2  

The unique solution is: 𝑥 = 2, 𝑦 = 0 or point of intersection (2,0). 
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10. Solve over Z2:  

𝑥1 + 𝑥2 + 𝑥3 = 1  

𝑥1 + 𝑥2            = 1  

          𝑥2 + 𝑥3 = 0  

          𝑥2 +  𝑥4 = 0  

[

1 1
1 1

1 0
0 0

0 1
0 1

1 0
0 1

|

1
1
0
0

] R2+R1→ R2 

[

1 1
0 0

1 0
1 0

0 1
0 1

1 0
0 1

|

1
0
0
0

] R4+R3 → R4 

[

1 1
0 0

1 0
1 0

0 1
0 0

1 0
1 1

|

1
0
0
0

] R2 → R3 

[

1 1
0 1

1 0
1 0

0 0
0 0

1 0
1 1

|

1
0
0
0

] R4 +R3 → R4 

[

1 1
0 1

1 0
1 0

0 0
0 0

1 0
0 1

|

1
0
0
0

] R1 + R2 → R1 

[

1 0
0 1

0 0
1 0

0 0
0 0

1 0
0 1

|

1
0
0
0

] R2 + R3 → R2 

[

1 0
0 1

0 0
0 0

0 0
0 0

1 0
0 1

|

1
0
0
0

]  

∴ the solution is 𝑥1 = 1, 𝑥2 = 𝑥3 = 𝑥4 = 0, a unique point of intersection (1,0,0,0). 
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11.  Find the inverse of 𝐴 = [
4 3
4 2

] if it exists over Z5. 

[𝐴/𝐼]→ [𝐼/𝐴−1] 

 

[
4 3
4 2

|
1 0
0 1

] R1x4→ R1  

 

[
1 2
4 2

|
4 0
0 1

] R2+R1→ R2  

 

[
1 2
0 4

|
4 0
4 1

] R2x4→ R2 

 

[
1 2
0 1

|
4 0
1 4

] R1+3R2→ R1   2+3(1)  

     =5  

     5 ÷ 5 = 1R0 

[
1 0
0 1

|
2 2
1 4

]  

    4+3=7 

    7÷5=1R2  

    0+4(3)=12 

    12÷5=2R2  

∴ 𝐴−1 = [
2 2
1 4

]  

 

NOTE: If the inverse doesn’t exist, you will get a row of 0’s on the left and be unable to row 

reduce to the identity matrix. 
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12. Find the Inverse over Z3 if it exists where  𝐴 = [
1 2
1 1

]. 

 

[𝐴/𝐼]→ [𝐼/𝐴−1] 

 

[
1 2
1 1

|
1 0
0 1

] R2+2R1→ R2  

  1+2(2)=5  

  5÷3=1R2 

 

[
1 2
0 2

|
1 0
2 1

] R2x2→ R2  

 

[
1 2
0 1

|
1 0
1 2

] R1+R2 → R1  

  2x2=4 

  4÷3=1R1  

[
1 0
0 1

|
2 2
1 2

]  

 

∴ 𝐴−1 = [
2 2
1 2

]  

NOTE: If the inverse doesn’t exist, you will get a row of 0’s on the left and be unable to row 

reduce to the identity matrix. 
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13.  Find the check digit for the following ISBN number "186 197 271" 

The check vector is 𝑑 = (10,9,8,7,6,5,4,3,2,1) and vector 𝑣  is defined as 𝑣 =
(1,8,6,1,9,7,2,7,1, 𝑑) 

 

𝑑 ∙ 𝑣 = (10,9,8,7,6,5,4,3,2,1) ∙ (1,8,6,1,9,7,2,7,1, 𝑑) 

=10+72+48+7+54+35+8+21+2+d 

=10 + 11(6) + 6 + 11(4) + 4 + 7 + 11(4) + 10 + 11(3) +2 + 8 + 11 + 10+2+d 

=10 + 6+4+7+10+2+8+10+2+d 

=27 + 32+ d 

=59 + d 

=11(5) + 4 + d 

Solve for d where: 4+d = 11 

   d=7 

 

14.  Find the check digit for the following ISBN number "019 852 663". 

The check vector is 𝑑 = (10,9,8,7,6,5,4,3,2,1) and vector 𝑣 = (0,1,9,8,5,2,6,6,3, 𝑑) 

𝑑 ∙ 𝑣 = (10,9,8,7,6,5,4,3,2,1) ∙ (0,1,9,8,5,2,6,6,3, 𝑑) 

=0+9+72+56+30+10+24+18+6+d 

=9 + 11(6) + 6 + 11(5)+1+11(2)+8+10+11(2)+2+11+7+6+d 

=9+6+1+8+10+2+11+7+6+d 

=24+36+d 

=60+d 

=11(5) +5 +d 

=5+d 

 

Solve for d where:  5+d=11 

    d=6 
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15. Calculate the check digit for the UPC "638 489 001 08" 

3(odd ) + even + d 

=3(6+8+8+0+1+8) + (3+4+9+0+0) + d 

=3(31) + 16 + d 

=109 + d 

109+ d= 110  

d=1 

Therefore, the check digit is 1. 

 

16. (3 + 4𝑖) + (10 − 2𝑖) 

= 13 + 2𝑖 

 

17. (4 + 7𝑖)(−2 − 3𝑖) 

= −8 − 12𝑖 − 14𝑖 − 21𝑖2 

= −8 − 26𝑖 − 21(−1) 

= 13 − 26𝑖 

18. Evaluate and express in form 𝑎 + 𝑏𝑖 

4 − 2𝑖

1 + 3𝑖
 

(4 − 2𝑖)

(1 + 3𝑖)
 
(1 − 3𝑖)

(1 − 3𝑖)
=  
4 − 12𝑖 − 2𝑖 + 6𝑖2

1 − 3𝑖 + 3𝑖 − 9𝑖2
 

= 
4 − 14𝑖 + 6(−1)

1 − 9(−1)
 

= 
10 − 14𝑖

10
= 1 −

7

2
𝑖 
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19. Find the absolute value of 2 + 3√2𝑖 

|𝑧| =  √𝑎2 + 𝑏2            𝑎 = 2      𝑏 = 3√2 

= √22 + (3√2)
2
 

= √4 + 9(2) = √22  

 

20.a) Find the polar form of 𝑧𝑤,
𝑧

𝑤
 and

1

w
 where z= i – 1 and w =2√3 + 2𝑖. 

𝑧 = −1 + 𝑖,                          𝑤 = 2√3 + 2𝑖 

𝑎 = −1, 𝑏 = 1                        𝑎 = 2√3, 𝑏 = 2 

𝑟 = √(−1)2 + 12                   𝑟 =  √(2√3)
2
+ 22    

                                                    𝑟 = √4(3) + 4 

𝑟1 = √2                                    𝑟2 = √16 = 4  

 

∝= tan−1 |
1

−1
| = tan−1(1) =

𝜋

4
                                                      ∝= tan−1 |

2

2√3
| = tan−1

1

√3
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∴ 𝜃1 =  𝜋 −
𝜋

4
=
3𝜋

4
                                                                                   ∝=

𝜋

6
             𝜃2 =

𝜋

6
 

𝜃1 + 𝜃2 = 
3𝜋

4
 +
𝜋

6
=  
9𝜋

12
+
2𝜋

12
=
11𝜋

12
 

𝑧𝑤 =  𝑟1𝑟2 [cos(𝜃1 + 𝜃2) + 𝑖(sin(𝜃1 + 𝜃2))] 

𝑧𝑤 =  4√2 [cos (
11𝜋

12
) + 𝑖 sin (

11𝜋

12
)] 

 

𝑧

𝑤
= 
𝑟1
𝑟2
 [cos(𝜃1 − 𝜃2) + 𝑖 sin(𝜃1 − 𝜃2)]  

𝑧

𝑤
= 
√2

4
[cos (

7𝜋

12
) + 𝑖 sin (

7𝜋

12
)] 

1

𝑧
=
1

𝑟
(cos 𝜃 − 𝑖 sin 𝜃)  

1

𝑤
=
1

4
 [cos

𝜋

6
− 𝑖 sin

𝜋

6
] 

 
 

b)𝑧 = 1 + 𝑖,                          𝑤 = 2 − 2√3𝑖 

𝑎 = 1, 𝑏 = 1                            𝑎 = 2, 𝑏 = −2√3 

𝑟 = √12 + 12                   𝑟 =  √22 + (2√3)
2
    

                                                    𝑟 = √4 + 4(3) 

𝑟1 = √2                                    𝑟2 = √16 = 4  
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∝= tan−1 |
1

1
| = tan−1(1) =

𝜋

4
                                                      ∝= tan−1 |

−2√3

2
| = tan−1

√3

1
         

∴ 𝜃1 = 
𝜋

4
                                                                                                ∝=

𝜋

3
             𝜃2 =

−𝜋

3
 

𝜃1 + 𝜃2 = 
𝜋

4
 + (

−𝜋

3
) =  

3𝜋

12
−
4𝜋

12
=
−𝜋

12
 

𝜃1 − 𝜃2 = 
𝜋

4
− (
−𝜋

3
) =  

3𝜋

12
+
4𝜋

12
=
7𝜋

12
 

𝑧𝑤 =  𝑟1𝑟2 [cos(𝜃1 + 𝜃2) + 𝑖(sin(𝜃1 + 𝜃2))] 

𝑧𝑤 =  4√2 [cos (
−𝜋

12
) + 𝑖 sin (

−𝜋

12
)] 

𝑧

𝑤
= 
𝑟1
𝑟2
 [cos(𝜃1 − 𝜃2) + 𝑖 sin(𝜃1 − 𝜃2)]  

𝑧

𝑤
= 
√2

4
[cos (

7𝜋

12
) + 𝑖 sin (

7𝜋

12
)] 

1

𝑤
=
1

𝑟
(cos 𝜃 − 𝑖 sin 𝜃)  

1

𝑤
=
1

4
 [cos (

−𝜋

3
) − 𝑖 sin (

−𝜋

3
)] 
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21. Find the cube root of w if 𝑤 = −1 + 𝑖√3  

 

o First, we need to write z in its polar form, i.e. in the form  

 
|𝑤| (cos 𝜃 + 𝑖 sin 𝜃) 

 

o To do this, we will find the argument and modulus, using the method explained in the 

previous section. 

|𝑤| = √1 + 3 = 2 

 

𝛼 = tan−1
|√3|

|−1|
   𝛼 =

𝜋

3
 

 

𝜃 = 𝜋 −
𝜋

3
=
2𝜋

3
 

 

o In polar form our complex number is therefore:  

 

𝑤 = 2(cos
2𝜋

3
+ 𝑖 sin

2𝜋

3
) 

 

o That’s most of the work done now. All we have left to do is to take the cube root of z, 

which means taking the cube root of the modulus and multiplying the angle by 1/3: 

𝑤𝑛 = 𝑟𝑛( cos 𝑛𝜃 + 𝑖 sin 𝑛𝜃) 

 

𝑤1 3⁄ = (2 (cos
2𝜋

3
+ 𝑖 sin

2𝜋

3
))

1 3⁄

 

 

= 21 3⁄ (cos
2𝜋

9
+ 𝑖 sin

2𝜋

9
) 
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22. Find the three cube roots of -1 + i. 

Step 1: Find the modulus and principal argument of the complex number: 

 

modulant = √1 + 1 = √2 

 

To find the principal argument, we plot the complex number on an argand diagram: 

 
From the diagram, we see that  

 

𝛼 = tan
|1|

|−1|
=
𝜋

4
 

 

Then, 

 

𝜃 = 𝜋 −
𝜋

4
=
3𝜋

4
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Step 2: We are looking for the cube root, so 𝑛 = 3, and we will have to find 𝑤1𝑤2𝑤3. Using the 

above formulas, we have 

 

𝑤1 = |𝑧|
1 𝑛⁄ (cos

𝜃

𝑛
+ 𝑖 sin

𝜃

𝑛
) 

 

= |√2|
1 3⁄
(cos

3𝜋

4 ∙ 3
+ 𝑖 sin

3𝜋

4 ∙ 3
) 

 

= √2
1 3⁄
(cos

𝜋

4
+ 𝑖 sin

𝜋

4
) 

 

𝑤2 = |𝑧|
1 𝑛⁄ (cos

𝜃 + 2𝜋

𝑛
+ 𝑖 sin

𝜃 + 2𝜋

𝑛
) 

 

= √2
1 3⁄
(cos

11𝜋

12
+ 𝑖 sin

11𝜋

12
) 

 

𝑤3 = |𝑧|
1 𝑛⁄ (cos

𝜃 + 4𝜋

𝑛
+ 𝑖 sin

𝜃 + 4𝜋

𝑛
) 

 

= √2
1 3⁄
(cos

19𝜋

12
+ 𝑖 sin

19𝜋

12
) 

 

And we have found all three cube roots of this complex number. 
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23. Find the cube roots of -8  

−8 = −8 + 0𝑖, so we have to find the modulus and argument of this complex number (note that 

though -8 is not a complex number, by writing it as −8 + 0𝑖 we have converted it to a complex 

number). Once we find the argument and modulus, we write this complex number in its polar 

form, and use De Moivre’s theorem to find the cube root. 

Step 1: Find the modulus and argument  

 

The modulus = √(−8)2 + 02 = 8 

 

On an argand diagram, -8 looks like: 

 
So, the argument is 𝜃 = 𝜋 and the polar form is w=8 (cos 𝜋 + 𝑖𝑠𝑖𝑛𝜋) 

Step 2: 𝑛 = 3, and using the formula for nth root of complex numbers, we find 𝑤1𝑤2𝑤3. 

𝑤1 = |𝑧|
1 𝑛⁄ (cos

𝜃

𝑛
+ 𝑖 sin

𝜃

𝑛
) 

 

𝑤1 = |8|
1/3 (cos

𝜋

3
+ 𝑖 sin

𝜋

3
) 

𝑤1 = |−2| (cos
𝜋

3
+ 𝑖 sin

𝜋

3
) = 2(

1

2
+
𝑖√3

2
) = 1 + 𝑖√3 

 

𝑤2 = 2(cos
3𝜋

3
+ 𝑖 sin

3𝜋

3
) = −2 

 

𝑤3 = 2(cos
5𝜋

3
+ 𝑖 sin

5𝜋

3
) = 1 − 𝑖√3 
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24. What are the real and imaginary parts of the complex number ? 

In order to express z in the form , we can multiply the numerator and denominator by 

the conjugate of 2 + i.  This will essentially eliminate the complex terms in the denominator and 

allow us to obtain the standard form of z.  

 

 

So, the real part of z is , and the imaginary part is . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

i

i
z

+

−
=

2

1

biaz +=

5

31

14

132

224

22

)2)(2(

)2)(1(

)2()2(

)2()1(

2

1
2

2 ii

iii

iii

ii

ii

ii

ii

i

i −
=

+

−−
=

−+−

+−−
=

−+

−−
=

++

+−
=

+

−
biai +=−=

5

3

5

1

5

1
=a

5

3−
=b
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25. Find polar form (−√3,− √−3 ) 

𝑎 = −√3     𝑏 = −√−3 = −√3   

tan ∝ =  |
−√3

−√3
| 

tan ∝ =  1 

∝ =
𝜋

4
 

𝑟 =  √(−√3)
2
+ (√3)

2
 

   =  √3 + 3 

   =  √6 

 

 

NOTE: If we take the angle and add pi, we get an angle greater than pi, so we do the following: 

𝜃 =
𝜋

4
− 𝜋 

𝜃 =
𝜋

4
−
4𝜋

4
= −

3𝜋

4
 

∴ 𝑧 = 𝑟(cos 𝜃 + 𝑖 sin 𝜃) 

𝑧 =  √6 (cos(−
3𝜋

4
) + 𝑖 sin(−

3𝜋

4
) ) 
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26. Find the polar form of 𝑧 = −2𝑖 + 2√3.  

𝑧 = 2√3 − 2𝑖. 

𝑎 = 2√3          𝑏 = −2 

𝑟 = √(2√3)
2
+ (−2)2 = √12 + 4 = 4 

 

∝ = tan−1 |
−2

2√3
| 

∝ = tan−1 (
1

√3
) 

∝ =
𝜋

6
 

𝜃 = (−
𝜋

6
) 

 

𝑧 = 𝑟(cos 𝜃 + 𝑖 sin 𝜃) 

𝑧 =  4 (cos (−
𝜋

6
) + 𝑖 sin (−

𝜋

6
))  

 

27.  Find the polar form of 𝑍 = √2 − √2𝑖 

𝑎 = √2          𝑏 = −√2 

𝑟 = √(√2)
2
+ (−√2)

2
= √4 = 2 

 

∝ = tan−1 |
−√2

−√2
|  = tan−1(1) =  

𝜋

4
 

𝜃 =  
𝜋

4
− 𝜋 =

𝜋

4
−
4𝜋

4
=
−3𝜋

4
 

𝑧 = 𝑟(cos 𝜃 + 𝑖 sin 𝜃) 

𝑧 =  2 (cos(
−3𝜋

4
) + 𝑖𝑠𝑖𝑛(

−3𝜋

4
))   
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Post-Midterm Material 
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1. Linear Transformations 

 

Example 1.1. Is T [
𝑥
𝑦] = [

𝑥 + 2𝑦
𝑥 − 2𝑦

] a linear transformation?  

 

 Is T (𝑐1𝑣1⃗⃗⃗⃗ + 𝑐1𝑣2⃗⃗⃗⃗ ) =  𝑐1𝑇(𝑣1⃗⃗⃗⃗ ) + 𝑐2𝑇(𝑣2⃗⃗⃗⃗ ) 

where 𝑣1⃗⃗⃗⃗ = [
𝑥1
𝑦1
] + 𝑣2⃗⃗⃗⃗ [

𝑥2
𝑦2
] 

 

T(𝑐1𝑣1⃗⃗⃗⃗ + 𝑐2𝑣2⃗⃗⃗⃗ ) = 𝑇 [𝑐1 [
𝑥1
𝑦1
] + 𝑐2 [

𝑥2
𝑦2
]] 

               = 𝑇 [
𝑐1𝑥1 + 𝑐2𝑥2
𝑐1𝑦1 + 𝑐2𝑦2

]  

                              = [
(𝑐1𝑥1 + 𝑐2𝑥2) + 2 (𝑐1𝑦1 + 𝑐2𝑦2)

(𝑐1𝑥1 + 𝑐2𝑥2) − 2 (𝑐1𝑦1 + 𝑐2𝑦2)
]  

 

                              = [
𝑐1𝑥1 + 2𝑐1𝑦1 + 𝑐2𝑥2 + 2 𝑐2𝑦2
𝑐1𝑥1 − 2𝑐1𝑦1 + 𝑐2𝑥2 − 2 𝑐2𝑦2

]  

 

                              = [
𝑐1𝑥1 + 2𝑐1𝑦1
𝑐1𝑥1 − 2𝑐1𝑦1

] + [
𝑐2𝑥2 + 2 𝑐2𝑦2
𝑐2𝑥2 − 2 𝑐2𝑦2

]  

 

                              = 𝑐1 [
𝑥1 + 2𝑦1
𝑥1 − 2𝑦1

] + 𝑐2 [
𝑥2 + 2 𝑦2
𝑥2 − 2 𝑦2

] = 𝑐1𝑇(𝑣1⃗⃗⃗⃗ ) + 𝑐2𝑇(𝑣2⃗⃗⃗⃗ )  

 

Example 1.2. Find the image of the vector [1,2] under this reflection. 

𝑣 = [
1
2
]       ∴ [1 0

0 −1
] [
1
2
] = [ 1

−2
] 

 

Example 1.3. Find the image of the vector [1,2] under this reflection. 

∴ [
−1 0
0 1

] [
1
2
] = [

−1
2
]  
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Example 1.4. Find the image of the vector [1,2] under this reflection. 

∴ [
0 1
1 0

] [
1
2
] = [

2
1
]  

 

Example 1.5. Find the image of the vector [1,2] under this reflection. 

∴ [
0 −1
−1 0

] [
1
2
] = [

−2
−1
]  

 

Example 1.6. Find the standard matrix for the transformation “reflection in the line 𝑦 = 2𝑥” 

A direction vector is 𝑑 = [
1
2
]  ∴ 𝑑1 = 1    𝑑2 = 2 

 

𝐹ℓ(𝑥 ) =
1

12 + 22
[
12 − 22 2(1)(2)

2(1)(2) −12 + 22
] 

 

=
1

5
[
−3 4
4 3

] = [
−3/5 4/5
4/5 3/5

] 

 

Example 1.7. Find the image of the vector [1,2] under this projection. 

[
1 0
0 0

] [
1
2
] = [

1
0
]  
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Example 1.8. Find the projection onto the line 𝑦 =
2

3
𝑥. 

A direction vector is 𝑑 = [
3
2
], so 𝑑1 = 3 𝑎𝑛𝑑 𝑑2 = 2. 

𝑃ℓ(𝑒1⃗⃗  ⃗) = (
𝑑 ∙𝑒1⃗⃗⃗⃗ 

𝑑 ∙𝑑 
)𝑑    𝑃ℓ(𝑒2⃗⃗  ⃗) = (

𝑑 ∙𝑒2⃗⃗⃗⃗ 

𝑑 ∙𝑑 
) 𝑑  

=
(3,2)∙(1,0)

(3,2)∙(3,2)
[
3
2
]      =

(3,2)∙(0,1)

(3,2)∙(3,2)
[
3
2
] 

=
3

13
[
3
2
] = [

9/13
6/13

]     =
2

13
[
3
2
] = [

6/13
4/13

] 

 

∴ 𝐴 = [𝑃(𝑒1⃗⃗  ⃗) 𝑃(𝑒2⃗⃗  ⃗)] = [
9/13 6/13
6/13 4/13

]  

 

Now, 𝑑1
2 = 32 = 9 and 𝑑2

2 = 22 = 4 and 𝑑1𝑑2 = (3)(2) = 6, 𝑠𝑜  

𝐴 = [

𝑑1
2

𝑑1
2+𝑑2

2

𝑑1𝑑2

𝑑1
2+𝑑2

2

𝑑1𝑑2

𝑑1
2+𝑑2

2

𝑑2
2

𝑑1
2+𝑑2

2

]=[

9

9+4

6

9+4
6

9+4

4

9+4

] = [
9/13 6/13

6/13 4/13
] 

 

Example 1.9.  

A rotation about the origin at an angle of 𝜃 in R2 is a linear transformation from R2 → R2.  

𝑅𝜃(𝑢⃗ + 𝑣 ) = 𝑅𝜃(𝑢⃗ ) + 𝑅𝜃(𝑣 )  

𝑅𝜃(𝑐𝑢⃗ ) = 𝑐𝑅𝜃(𝑢⃗ )   
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Example 1.10.  Write the standard matrix for a rotation of 30° counterclockwise. Then, find the 

image of the vector (2,4) under this rotation. 

Solution: 

  𝐴 = [
cos 𝜃 −sin 𝜃
sin 𝜃 cos 𝜃

] 

 𝐴 = [
cos 30° − sin 30°
sin 30° cos 30°

] = [
√3

2
⁄ −1 2⁄

1
2⁄

√3
2
⁄
] 

[𝑅30°] [
2
4
] = [

√3
2
⁄ −1 2⁄

1
2⁄

√3
2
⁄
] [
2
4
] = [ √3 − 2

1 + 2√3
] 

 

Example 1.11. 

Find 𝑆 ∘ 𝑇: 𝑅2 → 𝑅4  

Solution:  

[𝑆] =  [

3 0 2
0 1 −1
1 −1 0
1 1 2

] and [𝑇] = [
1 0
3 −1
2 4

]  

∴ [𝑆 ∘ 𝑇] = [𝑆][𝑇] = [

3 0 2
0 1 −1
1 −1 0
1 1 2

] [
1 0
3 −1
2 4

]    = [

7 8
1 −5
−2 1
8 7

]  

∴ (𝑆 ∘ 𝑇) [
𝑥1
𝑥2
] = [

7 8
1 −5
−2 1
8 7

] [
𝑥1
𝑥2
]            ∴  [

𝑥1
𝑥2
] = [

7𝑥1 + 8𝑥2
𝑥1 − 5𝑥2
−2𝑥1 + 𝑥2
8𝑥1 + 7𝑥2

] 

 

 

Example 1.12.   Find the standard matrix for a 30° rotation in a clockwise direction. 

 Since a 30° clockwise rotation is the inverse of a 30° counterclockwise rotation, we get 

    [𝑅−30°] = [(𝑅30)
−1] = [

√3
2
⁄ −1 2⁄

1
2⁄

√3
2
⁄
]

−1

…we could calculate the inverse using the 2x2 

formula we talked about earlier! 
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Example 1.13.  

Write the matrix representation (i.e., the standard matrix) of T. 

Solution: 

To find the standard matrix, we will apply the linear transformation to each vector in the 

standard basis for the domain (ℝ3) to produce column vectors in the codomain (ℝ4). Note that 

the linear system can be rewritten as 

7

8 2

9 3

x y z
x

x y z
T y

y z
z

x z

+ − 
   

+ +   =
   − +
    

+ 

 

Then, 

( )

( )

( )

1

2

3

7
1

8
0

0
0

9

1
0

2
1

1
0

0

1
0

1
0

1
1

3

T e T

T e T

T e T

 
    
    = =    
      

 

 
    
    = =    −      

 

− 
    
    = =    
      

 

 

Then, the standard matrix is ( ) ( ) ( )1 2 3

7 1 1

8 2 1
| |

0 1 1

9 0 3

A T e T e T e

− 
 
 = =    −
 
 

. 
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1.6 Homework on Chapter 1 

1. A linear transformation 𝑇:ℝ5 → ℝ3 is given by 

 

1 2 3 4 5

1 3 4 5

1 2 3 5

2 5 7 2 8

6 8 2 12 1

9 9 4 5 2

x x x x x

x x x x

x x x x

− + − − =

− + − + =

− + + + =

 

a) Find the standard matrix of the transformation. 

b) Compute T(3,2,-6,1,-3) by direct substitution and by matrix multiplication. 

 

Solution: 

a) To find the standard matrix, we will apply the linear transformation to each vector in the 

standard basis for the domain (ℝ5) to produce column vectors in the codomain (ℝ3). Note that 

the linear system can be rewritten as 

1

2 1 2 3 4 5

3 1 3 4 5

4 1 2 3 5

5

2 5 7 2

6 8 2 12

9 9 4 5

x

x x x x x x

T x x x x x

x x x x x

x

 
 

− + − −  
   = − + − +
  
 − + + +  

  

 

Then, 

( )

( )

1

2

1

20

60

90

0

0

51

00

90

0

T e T

T e T

  
  

   
   = = −
   
 −    

    

  
   −   

   = =
   
     

    
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( )

( )

( )

3

4

5

0

10

81

40

0

0

70

20

01

0

0

20

120

50

1

T e T

T e T

T e T

  
  

   
   = =
   
     

    

  
   −   

   = = −
   
     

    

  
   −   

   = =
   
     

    
 

Then, the standard matrix is ( ) ( ) ( ) ( ) ( )1 2 3 4 5

2 5 1 7 2

| | | | 6 0 8 2 12

9 9 4 0 5

A T e T e T e T e T e

− − − 
 

= = − −    
 − 

. 
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b) The linear transformation of the given vector can be determined by direct substitution: 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

3

2 3 5 2 6 7 1 2 3 112

6 3 8 6 2 1 12 3 1046

9 3 9 2 4 6 5 3 481

3

T

 
  − + − − − − −          = − + − − + − = −−         − + + − + − −   
 − 

 

Or by matrix multiplication using the standard matrix: 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

3 3

2 2

6 6

1 1

3 3

3

2 5 1 7 2 2

6 0 8 2 12 6

9 9 4 0 5 1

3

2 3 5 2 1 6 7 1 2 3

6 3 0 2 8 6 2 1 12 3

9 3 9 2 4 6 0 1 5 3

11

104

48

T A

   
   
   
   =− −
   
   
   − −   

 
 − − −   

   = − − −
   
 −   

 − 

− + − − − − 
 

= − + + − − + − 
 − + + − + + − 

− 
 

= −
 
 − 
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2. a) Write the standard matrix for a rotation of 60° counterclockwise. Then, find the image of 

the point (2,4) under this rotation. 

cos sin

sin cos
A

 

 

− 
=  

 
 

𝐴 = [
cos 60° − sin 60°
sin 60° cos 60°

] = [
1
2⁄ −√3 2

⁄

√3
2
⁄ 1

2⁄
] 

[𝑅60°] [
2
4
] = [

1
2⁄ −√3 2

⁄

√3
2
⁄ 1

2⁄
] [
2
4
] = [1 − √3

√3 + 2
] 

 

b) Find the standard matrix for a 60° rotation in a clockwise direction. 

 Since a 60° clockwise rotation is the inverse of a 60° counterclockwise rotation, we get 

    [𝑅−60°] = [(𝑅60)
−1] = [

1
2⁄ −√3 2

⁄

√3
2
⁄ 1

2⁄
]

−1

=
1
1

4
+
3

4

[
1
2⁄

√3
2
⁄

−√3 =
2
⁄ 1

2⁄
]=[

1
2⁄

√3
2
⁄

−√3
2
⁄ 1

2⁄
] 

(using the 2x2 inverse formula) 
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3. a) Write the standard matrix for a rotation of 45° counterclockwise. Then, find the image of 

the point (-2,4) under this rotation. 

cos sin

sin cos
A

 

 

− 
=  

 
 

𝐴 = [
𝑐𝑜𝑠45° − sin 45°
sin 45° cos 45°

] = [

1
√2
⁄ −1

√2
⁄

1
√2
⁄ 1

√2
⁄

] 

[𝑅45°] [
−2
4
] = [

1
√2
⁄ −1

√2
⁄

1
√2
⁄ 1

√2
⁄

] [
−2
4
] =

[
 
 
 −

2

√2
−
4

√2
−2

√2
+
4

√2 ]
 
 
 

=

[
 
 
 −

6

√2
2

√2 ]
 
 
 

=

[
 
 
 
 −
6√2

2

2√2

2 ]
 
 
 
 

= [
−3√2

√2
] 

 

b) Find the standard matrix for a 60° rotation in a clockwise direction. 

 Since a 60° clockwise rotation is the inverse of a 60° counterclockwise rotation, we get 

    [𝑅−45°] = [(𝑅45)
−1] = [

1
√2
⁄ −1

√2
⁄

1
√2
⁄ 1

√2
⁄

]

−1

=
1

(1
√2
⁄ 1

√2
⁄ +1

√2
⁄ 1

√2
⁄ )

[

1
√2
⁄ 1

√2
⁄

−1
√2
⁄ 1

√2
⁄

] 

=[

1
√2
⁄ 1

√2
⁄

−1
√2
⁄ 1

√2
⁄

] 

(using the 2x2 inverse formula) 

 

 

 

 

 

 

 

 

 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 228 

4. Consider the linear transformation 𝑇: 𝑅2 → 𝑅3 defined by  

𝑇 [
𝑥1
𝑥2
] =  [

2𝑥1
𝑥1 − 𝑥2
𝑥1 + 3𝑥2

] and the linear transformation 𝑆: 𝑅3 → 𝑅4 defined by  

𝑆 [

𝑦1
𝑦2
𝑦3
] =  [

𝑦1 + 𝑦3
𝑦2 − 𝑦3
𝑦1 + 𝑦2

𝑦1 + 𝑦2 − 𝑦3

]  

Find 𝑆 ∙ 𝑇: 𝑅2 → 𝑅4  

[𝑆] =  [

1 0 1
0 1 −1
1 1 0
1 1 −1

] and [𝑇] = [
2 0
1 −1
1 3

]  

[𝑆 ∙ 𝑇] = [𝑆][𝑇] = [

1 0 1
0 1 −1
1 1 0
1 1 −1

]  [
2 0
1 −1
1 3

] 

          = [

3 3
0 −4
3 −1
2 −4

]  

∴ (𝑆 ∙ 𝑇) [
𝑥1
𝑥2
] = [

3 3
0 −4
3 −1
2 −4

] [
𝑥1
𝑥2
]            ∴  [

𝑥1
𝑥2
] = [

3𝑥1 + 3𝑥2
−4𝑥2
3𝑥1 − 𝑥2
2𝑥1 − 4𝑥2

] 

 

5.   T [
0
1
] = [

0
12
] = [

0
1
] 

       T [
0
2
] = [

0
22
] = [

0
4
] 

 

But T ([
0
1
] + [

0
2
]) 

= 𝑇 [
0
3
] = [

0
32
] = [

0
9
] ≠ [

0
1
] + [

0
4
]  
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6.   

a) 𝐴 = [0 1
1 0

] 

 

b) 𝐴 = [ 0 −1
−1 0

] 

 
c) 𝑦 = 3𝑥  

Use the formula on p. 176 
 
Reflection in any line y=mx: 

The standard matrix that reflects a vector in 𝓵 is: 

𝑭𝓵(𝒙⃗⃗ ) =
𝟏

𝒅𝟏
𝟐 + 𝒅𝟐

𝟐
[
𝒅𝟏
𝟐 − 𝒅𝟐

𝟐 𝟐𝒅𝟏𝒅𝟐
𝟐𝒅𝟏𝒅𝟐 −𝒅𝟏

𝟐 + 𝒅𝟐
𝟐] 

 

𝑑 = [
1
3
]  ∴ 𝑑1 = 1    𝑑2 = 3  

 

𝐹ℓ(𝑥 ) =
1

12+32
[
12 − 32 2(1)(3)

2(1)(3) −12 + 32
]  

 
 

=
1

10
[
1 − 9 6
6 −1 + 9

]  

 

=
1

10
[
−8 6
6 8

] = [
−8/10 6/10
6/10 8/10

]   

 

= [
−4/5 3/5
3/5 4/5

]   
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d) Projection onto the line 𝑦 = −𝑥  

𝑑 = [
1
−1
] 𝑑1 = 1, 𝑑2 = −1  

 

𝐴 =

[
 
 
 
 
𝑑1
2

𝑑1
2 + 𝑑2

2

𝑑1𝑑2

𝑑1
2 + 𝑑2

2

𝑑1𝑑2

𝑑1
2 + 𝑑2

2

𝑑2
2

𝑑1
2 + 𝑑2

2]
 
 
 
 

 

 

=

[
 
 
 
 

12

12 + (−1)2
1(−1)

12 + (−1)2

1(−1)

12 + (−1)2
(−1)2

12 + (−1)2]
 
 
 
 

 

 

= [

1

2
−
1

2

−
1

2

1

2

] 

e) 𝐴 = [ cos 45° sin 45°
− sin 45° cos 45°

] = [
1/√2 1/√2

−1/√2 1/√2
] 

 

f) 𝐴 = [cos 45° −sin 45°
sin 45° cos 45°

] = [
1/√2 −1/√2

1/√2 1/√2
] 
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2. Determinants 

Example 2.1. Find A23 where A=[

1 3 1 2
4 0 3 2
3 1 2 1
2 2 1 3

] 

Solution: 

Delete second row and third column  

 

𝐴23 = [
1 3 2
3 1 1
2 2 3

] 

 

Example 2.2. Find B12 where B=[
2 2 3
2 0 0
3 1 1

] 

Solution: 

Delete the first row and second column 

 

𝐵12 = [
2 0
3 1

] 

 

Example 2.3. Find the 2,3 minor and 2,3 cofactor of A=[
2 2 3
2 1 1
0 3 −1

] 

Solution: 

2,3 minor= det A23= determinant of the matrix leftover when you remove the 2nd row and 3rd 

column 

det [
2 2
0 3

]= ad - bc = (2)(3) - (2)(0) = 6 

2,3 cofactor= (-1)2+3 (2,3 minor)= (-1)(6)= -6 
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Example 2.4. Find the 1,2 minor and the 1,2 cofactor of B=[
2 2 3
3 −1 1
2 1 0

] 

Solution:  

Delete the first row and second column 

1,2 minor = det [
3 1
2 0

] = 0 − 2 = −2 

1,2 cofactor= (−1)1+2(−2) = 2 

 

Example 2.5. Find det A in each case: 

a) 𝐴 = [2]       b) B=[
1 5
2 3

]  

Solution:      Solution: 

det A = 2     det B= ad-bc=(1)(3) - (5)(2)= 3-10 = -7 

c) C=[
1 3 5
1 1 1
−2 0 2

] 

Solution: 

det C = (-1)1+1 (1) det[
1 1
0 2

] +(-1)1+2(3)det[
1 1
−2 2

]+(-1)1+3(5)det[
1 1
−2 0

] 

det C=(1)(1)(2-0) + (-1)(3)(2+2) + (1)(5)(0+2) 

det C=2 - 12 + 10=0 

 

Now, we can do the same question, but expand along the SECOND column, since it has a zero!!! 

 det C = (-1)1+2 (3) det[
1 1
−2 2

] +(-1)2+2(1)det[
1 1
−2 2

]+(-1)1+3(5)det[
1 5
−2 2

] 

= (-3)(2+2)+(1)(2+10) 

= -12+12 = 0 
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Example 2.6.  Find the determinant of each of the following: 

a) A=[7] 

Solution: 

det A=7 

 

b) B=[
2 −1
3 −7

] 

Solution: 

detB=ad - bc = (2)(-7) - (-1)(3) = -14 + 3 = -11 

 

c) C= [
2 3 −2
2 1 1
4 2 0

]  

Solution: 

Expanding along the last row... 

detA= (−1)3+1(4)𝑑𝑒𝑡 [
3 −2
1 1

] + (−1)3+2(2)𝑑𝑒𝑡 [
2 −2
2 1

] 

=4(3+2) + (-2)(2+4) 

=20-12 

=8 

 

d) D=[
1 0 2
1 0 −1
3 4 0

] 

Solution: 

Expand along the second column because it has the most zeros 

det C=(−1)3+2(4)𝑑𝑒𝑡 [
1 2
1 −1

] 

= -4(-1-2) 

=12 
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e) E=[

3 −1 1 1
0 0 2 2
0 4 1 −1
0 1 0 2

] 

Solution: expand along the first column 

det E= (−1)1+1(3)𝑑𝑒𝑡 [
0 2 2
4 1 −1
1 0 2

] 

expand along the first column 

det E=3[(−1)2+1(4)𝑑𝑒𝑡 [
2 2
0 2

] + (−1)3+1(1)𝑑𝑒𝑡 [
2 2
1 −1

]]  

=3[(-4)(4)+1(-4)] 

= 3(-16-4) 

= - 60 

 

f) F=[

2 2 0 0
0 1 1 0
0 2 −1 2
0 1 2 0

] 

Solution: 

Expand along the first column 

det G= (−1)1+1(2)𝑑𝑒𝑡 [
1 1 0
2 −1 2
1 2 0

] 

expand along third column 

det G= 2[ (−1)2+3(2)𝑑𝑒𝑡 [
1 1
1 2

]] 

=2[ (-2)(1)] 

= -4 
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g)   𝑙𝑒𝑡 𝐴 = [
  1   2 −3
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓

] and given 

   det  [
𝑎 𝑏
𝑑 𝑒

] = 4,   det [
𝑎 𝑐
𝑑 𝑓] = 2,   det [

𝑏 𝑐
𝑒 𝑓

] = 3, Find det 𝐴. 

Solution: 

     Find det 𝐴 

  𝑑𝑒𝑡𝐴 = (−1)1+1(1) det [
𝑏 𝑐
𝑒 𝑓

] + (−1)1+2(2) det [
𝑎 𝑐
𝑑 𝑓] + 

              (−1)1+3(−3) det [
𝑎 𝑏
𝑑 𝑒

] 

           = (1)(3) + (−2)(2) + (−3)(4) 

           = 3 − 4 − 12 

           = −13 

Now, back to minors and cofactors... 

Example 2.7. Find the 3,2 minor and 3,2 cofactor of C=[

2 2 1 0
−1 1 2 1
0 1 1 1
1 3 1 −1

]. 

Solution: 

Delete the third row and second column 

 

3,2 minor = det [−
2 1 0
1 2 1
1 1 −1

] expanding along top row 

=(-1)1+1(2) det[
2 1
1 −1

] + (−1)1+2(1)𝑑𝑒𝑡 [
−1 1
1 −1

] 

 

=(2)(-3)+(-1)(0)= -6 

 

3,2 cofactor= (−1)3+2(−6) = 6 
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Example 2.8. Find the 2,2 minor and the 2,2 cofactor of D=[

3 1 2 3
1 1 1 1
−1 4 0 1
0 −1 1 3

] 

Solution: 

Delete the second row and second column 

2,2 minor= det[
3 2 3
−1 0 1
0 1 3

] 

expand along last row... 

= 0 + (-1)3+2(1) det[
3 3
−1 1

] + (−1)3+3(3)𝑑𝑒𝑡 [
3 2
−1 0

] 

= -1(3+3) +3(0+2) 

=0 

2,2 cofactor= (−1)2+2(0) = 0  

 

Example 2.9. 

A is upper triangular, B is lower triangular and C is a diagonal matrix. 

A=[
1 1 2
0 3 4
0 0 5

]  det A = (1)(3)(5) = 15 

B=[
6 0 0
5 2 0
−2 0 3

]    det B= (6)(2)(3)= 36 

C=[
6 0 0
0 −2 0
0 0 1

]    det C = (6)(-2)(1)= - 12 

 

Example 2.10. The determinant of [
1 2 4
0 3 3
0 0 2

] is (1)(3)(2)=6 because we can multiply along the 

main diagonal as this matrix is in upper triangular form. 
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Example 2.11.  Find the determinant of each of the following by putting the matrix in upper or 

lower triangular form. 

a) A= [
3 1 −1
0 1 3
−3 −1 4

]     

Solution: 

R3 + R1→ 𝑅3 

[
3 1 −1
0 1 3
0 0 3

]  

 

detA=(3)(1)(3)=9 multiply along main diagonal 

 

 

b) B=[
1 4 2
0 2 4
−1 −2 1

] 

Solution: 

R3+R1 → 𝑅3 [
1 4 2
0 2 4
0 2 3

]  R3-R2 → 𝑅3      [
1 4 2
0 2 4
0 0 −1

] sign of the determinant) 

detB=1(2)(-1)= -2 (multiply along the main diagonal) 

 

c)  C=[
1 2 4
0 1 4
1 4 6

]    

Solution: 

[
1 2 4
0 1 4
0 2 2

] R3-2R2 → 𝑅3 

 

[
1 2 4
0 1 3
0 0 −6

] 

detC= -6 
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d) D=[

0 2 2 2
2 −2 1 1
0 4 5 −4
0 0 0 1

] switch rows 1 and 2 (switches sign of the determinant) 

Solution: 

det D=−𝑑𝑒𝑡 [

2 −2 1 1
0 2 2 2
0 4 5 −4
0 0 0 1

] R3-2R2 → 𝑅3 

= −𝑑𝑒𝑡 [

2 −2 1 1
0 2 2 2
0 0 1 −8
0 0 0 1

] 

det D= (- 1)2(2)(1)(1) =  -4 

 

Example 2.12.  Find the determinant of A=[
1 2 1
0 3 3
1 6 2

]. 

Solution: Using elementary row-operations, R3 – R1 → R2, we get: [
1 2 1
0 3 3
0 4 1

] Now, in order to 

finish, we would need to take:  R3 -4/3 R2→R3!!   YUCK!!! 

So, switch to expanding along the first column. 

detA= (-1)1+1(1) det [
3 3
4 1

] = (1)(1)(3 − 12) = −9 

 

 

 

Example 2.13. Find the determinant of each of the following matrices: 

a) A= [
1 1 1
3 3 3
1 4 1

]       

Solution: 

det A=0 since there are two equal columns    
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b) B=[
1 0 0
4 6 0
2 2 3

]     

Solution: 

det B= (1)(6)(3)= 18 since it is in lower triangular form  

 

c) C= [
0 2 5
0 0 0
3 1 4

]     

Solution: 

detC=0 since there is a row of 0's 

 

d) D= [
1 2 4
5 −1 2
−2 −4 −8

] 

Solution: 

det D=0 since column row 1 times (-2) is equal to row 3 

 

e) E= [

1 0 2 2
0 1 1 1
0 2 −1 3
0 3 0 5

] 

Solution: 

R3 - 2R2→R3 and R4 - 3R2→ 𝑅4 

[

1 0 2 2
0 1 1 1
0 0 −3 1
0 0 −3 2

] R4 - R3 → 𝑅4 

[

1 0 2 2
0 1 1 1
0 0 −3 1
0 0 0 1

] 

det E= (1)(-3)= -3 
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f) F= [

1 0 −1 2
2 0 0 3
3 1 1 2
−1 −1 0 −1

] 

Solution: 

R2-2R1 → 𝑅2 and R3-3R1 → 𝑅3 𝑎𝑛𝑑 𝑅4 + 𝑅1 → 𝑅4 

[

1 0 −1 2
0 0 2 −1
0 1 4 −4
0 −1 −1 1

]   R4 + R3→ 𝑅4 [

1 0 −1 2
0 0 2 −1
0 1 4 −4
0 0 3 −3

]    

you can switch to expanding along the first column, to avoid the fractions 

det F= (−1)1+1(1)𝑑𝑒𝑡 [
0 2 −1
1 4 −4
0 3 −3

] 

expand along first column 

det F= (−1)2+1(1)𝑑𝑒𝑡 [
2 −1
3 −3

] 

= (-1) (-6+3) 

=3 

 

Example 2.14. Use the basket-weave method to calculate the determinant of A=[
1 2 3
2 1 4
3 2 5

] 

sum of right products= 5 + 24 + 12 = 41 

 

sum of left products=9 + 8 + 20 = 37 

 

det A= right products - left products = 41 - 37 = 4 
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Example 2.15. Use the basket-weave method to calculate the determinant of B=[
2 −2 3
2 0 4
−3 2 5

] 

Solution: 

R= 0 + 24 + 12 = 36         L= 0 + 16 - 20= -4 

R - L = 36 - ( -4) = 40 

 

Example 2.16. Given det A=3, det B= 4 and A and B are both 3x3 matrices, use the properties 

above to answer each of the following: 

Solution: 

a) det(AB)= detA det B=(3)(4)=12 

b) det (ATB)= detAT det B = (detA)(detB) =12 

c) det(A-1)= 1/detA = 1/3 

d) det(3A)= 33detA= 27(detA)=27(3) =81 

e) det(2B)= 23 det B = 8(4) = 32 

 

*Example 2.17. If det [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

] = 2, 𝑓𝑖𝑛𝑑 det [
2𝑎 8𝑏 2𝑐
𝑑 4𝑒 𝑓
𝑔 4ℎ 𝑖

] 

Solution: 

multiplied row 1 by 2 and column 2 by 4...multiplies determinant by 2 and by 4 

new det = old det (2)(4) = 2(2)(4) = 16 
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* Example 2.18. Suppose A is a 3x3 matrix with det A = -5.  Which one of the following is 

false? Circle all that apply. 

A. det (AT) = - 5 B. det (A-1) = 1/5 C. det (A2) =25 D. A is 

invertible 

E. det (2A) = - 10 

Solution: 

A. det AT = det A = - 5 true 

B. det A-1 = 1/-5 = 1/5 false it should be -1/5  

C. det(A2) = det(AA)=det A (detA) = (-5)(-5)=25 true 

D. true, since det A is NOT equal to 0 

E. det (2A)= 23 det A = 8 (-5) = -40 false 

The answer is b and e) are false. 

 

* Example 2.19. Let A=[
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

] and B=[
−2𝑎 −2𝑏 −2𝑐
𝑑 𝑒 𝑓

𝑔 − 2𝑑 ℎ − 2𝑒 𝑖 − 2𝑓
].  Find det B if you know 

that det A=36. 

Solution: 

det B = det A (-2) 

det B = 36 (-2) = -72 

Remember, g-2d back into g doesn’t affect the determinant. 

If it were g-2d back into d, it would multiply the determinant by -2. 
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* Example 2.20.  If A=[
4 3 0
𝑘 1 𝑘
0 3 2

],  find the value of k for which det A=0. 

Solution: 

expand along bottom row (or you can basket weave) 

det A = 0 

0 = (- 1)3+2 (3) det[
4 0
𝑘 𝑘

] + (−1)3+3(2)𝑑𝑒𝑡 [
4 3
𝑘 1

] 

0 = -3 (4k - 0) + 2 (4- 3k) 

0 = -12k+ 8 – 6k  

18k = 8 

k = 8/18 = 4/9 

 

* Example 2.21.  Let A be a 3x3 matrix with det A = 2.  Find det(3A)det(ATA-1A). 

Solution: 

det(3A)det(ATA-1A) 

=det(3A)det (IA) 

=det(3A)detA 

=33 det A det A 

=27(2)(2) 

=108 

 

* Example 2.22.  If det[
2 0 0
5 𝑘 0
−1 6 −3

] = 72, find the value of k. 

Solution: 

It is in triangular form, so multiply along the main diagonal to find the determinant 

 

2(k) (-3) = 72 

-6k = 72 

k = - 12 
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* Example 2.23.  Find  det[
𝑎 𝑏 𝑐

𝑎 − 1 𝑏 − 1 𝑐 − 1
𝑎 + 5 𝑏 + 5 𝑐 + 5

] = 

Solution: 

It is in triangular form, so multiply along the main diagonal to find the determinant 

2(k) (-3) = 72 

-6k = 72 

k = - 12 

 

Example 2.24.  If A is a 4x4 matrix with det(2𝐴−1) = 5, 𝑓𝑖𝑛𝑑 𝑑𝑒𝑡𝐴. 

A. 5/16 B. 16/5 C. 5/2 D. 2/5 E. none of the 

above 

Solution: 

det(2𝐴−1) = 5 

24𝑑𝑒𝑡𝐴−1 = 5 since A is a 4x4 matrix 

16 (
1

𝑑𝑒𝑡𝐴
) = 5 

𝑑𝑒𝑡𝐴 =
16

5
 

The answer is B). 

Example 2.25. Solve using Cramer's Rule: 2x + y = 3 

          x + 3y = 15 

A = [
2 1
1 3

]  detA=6-1=5 

A(1)=[
3 1
15 3

]    detA(1)=9-15= -6 

A(2)=[
2 3
1 15

]  detA(2)=30-3= 27 

𝑥 =
𝑑𝑒𝑡𝐴(1)

𝑑𝑒𝑡𝐴
=
−6

5
 

𝑦 =
𝑑𝑒𝑡𝐴(2)

𝑑𝑒𝑡𝐴
=
27

5
 

The solution is (-6/5, 27/5). 
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Example 2.26.   

A = [
3 3 4
1 1 1
3 1 −1

]…detA=-2  using basket weaving..R= -3+9+4 = 10 and left= 12+3-3= 12 and 

so   

det A = right - left = 10 - 12 = - 2 

Only use basket weaving for checking an answer on rough work paper!! 

A(1)=[
10 3 4
2 1 1
4 1 −1

]   detA(1)=- 8 using basket weaving with R= -10 + 12 + 8 = 10 and 

 left= 16+ 10 -6 = 20 and det A = right - left = 10 – 20 = -10 

 

x=detA(1)/detA= -10/-2= 5 

 

Example 2.27.  A=[

2 2 𝑎 −2
0 3 𝑏 −4
0 0 𝑐 2
0 0 𝑑 4

] det A=3  

This involves determinants and finding a solution for a variable, so it is Cramer’s Rule 

To find x3 we replace the third column of A with the b matrix (right hand side of the system of 

equations)  

2x1+2x2 + ax3-2x4= -3 

3x2 + bx3- 4x4= 2 

cx3 + 2x4= -1 

dx3 + 4x4= 0 

 

A(3)=[

2 2 −𝟑 −2
0 3 𝟐 −4
0 0 −𝟏 2
0 0 𝟎 4

] 

det A(3)= (2)(3)(-1)(4)= -24 

x3=
𝑑𝑒𝑡𝐴(3)

𝒅𝒆𝒕 𝑨
= −

24

3
= −8  
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Example 2.28.  Find the 1,3 entry of the adjoint matrix: 

a)  delete the 3rd row and 1st column 

1,3 entry of adjoint= 3,1 cofactor=(-1)1+3detA31= (1) det[
0 1
−1 3

]= 1 

 

b) delete the 3rd row and 2nd column 

2,3 entry of adjoint=3,2 cofactor= (-1)2+3detA31= (-1) det[
1 −1
0 2

]= -2 

Example 2.29.   

C11= (-1)1+1detA11= -1 

C12= (-1)1+2detA21= -3 

C21= (-1)2+1detA12= -2 

C22= (-1)2+2detA22= 2 

Adjoint matrix=[
−1 −3
−2 2

]=[
𝑑 −𝑏
−𝑐 𝑎

] 

Example 2.30.  Given that det A=4 and Adj A=[
5 4 7
2 6 8
8 −8 10

], find the (1,2) entry of A-1. 

Solution: 

(1,2) of A-1=
1

𝑑𝑒𝑡𝐴
(1,2) 𝑜𝑓 𝐴𝑑𝑗𝐴 =

1

4
[
5 4 7
2 6 8
8 −8 10

] and the (1,2) entry is (1/4)(4)=1 

 

For the (3,3) entry of A-1 we get: (3,3) of A-1=
1

𝑑𝑒𝑡𝐴
(3,3)𝑜𝑓 𝐴𝑑𝑗𝐴 =

1

4
(10) =

10

4
=
5

2
 

 

 

Example 2.31.  Given det A=4 and A is a 3x3 matrix, find det (Adj A). 

Solution: 

det(Adj A)=(det A)n-1 

det(Adj A)= (4)3-1 = 42 = 16 
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Example 2.32.  detA= -4  

3,1 Adjoint=1,3 cofactor=delete 1st row and 3rd column=  (-1)3+1detA13= (1) 

det[
−1 1
2 2

]=(1) (-2-2)= -4 

𝐴−1 =
1

𝑑𝑒𝑡𝐴
𝐴𝑑𝑗𝐴=

1

−4
(−4) = 1 

 

Example 2.33.  det(AdjA)= (detA)n-1 

243 =(3)n-1 

(3)5=(3)n-1 

5=n-1 

n=6 

So, it is a 6x6 matrix. 

Example 2.34. Find det A if A=[
𝑎 𝑏 𝑐
3 −3 4
𝑑 𝑒 𝑓

]  𝑎𝑛𝑑 𝐴𝑑𝑗 𝐴 = [
−22 8 17
8 −7 2
17 2 −7

] 

Solution: 

det A = (ith row of A)∙ (𝑖𝑡ℎ 𝑐𝑜𝑙𝑢𝑚𝑛 𝑜𝑓 Adj A) 

 

= [
𝑎 𝑏 𝑐
3 −3 4
𝑑 𝑒 𝑓

] [
−22 8 17
8 −7 2
17 2 −7

] 

(2nd row of A)∙ (2𝑛𝑑 𝑐𝑜𝑙𝑢𝑚𝑛 𝑜𝑓 𝐴𝑑𝑗 𝐴) 

=[3 −3 4] [
8
−7
2
] = (3)(8) + (−3)(−7) + (4)(2) = 24 + 21 + 8 = 53  
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2.9 Homework on Chapter 2 

1. If A=[
2 2 0
0 2 2
0 0 4

], then find detA. 

 

multiply along the main diagonal since it is already in upper triangular 

detA= (2)(2)(4)= 16 

 

2. Find the 1,2 cofactor of the matrix A=[
2 0 3
2 2 −1
3 1 1

] 

delete the first row and second column 

1,2 cofactor= (−1)1+2𝑑𝑒𝑡 [
2 −1
3 1

] = (−1)(2 + 3) = −5 

 

3. Find det [

2 0 0 0
2 3 0 0
4 1 2 0
2 4 2 6

] 

The matrix is in lower triangular, so just multiply along the main diagonal to find the 

determinant 

detA= (2)(3)(2)(6)= 72 
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4. Find det [

1 1 −1 2
0 2 1 1
0 1 1 3
1 0 −1 −1

] 

=det [

1 1 −1 2
0 2 1 1
0 1 1 3
1 0 −1 −1

] R2↔R3                                               

= −𝑑𝑒𝑡 [

1 1 −1 2
0 1 1 3
0 2 1 1
1 0 −1 −1

] R4 – R1→R4 and R3-2R2→ 𝑅3 

= −𝑑𝑒𝑡 [

1 1 −1 2
0 1 1 3
0 0 −1 −5
0 −1 0 −3

] R4+R2→R4 

 

= −𝑑𝑒𝑡 [

1 1 −1 2
0 1 1 3
0 0 −1 −5
0 0 1 0

]    R4+R3→R4 

= −𝑑𝑒𝑡 [

1 1 −1 2
0 1 1 3
0 0 −1 −5
0 0 0 −5

]= (-1)(1)(1)(-1)(-5)= -5 

 

 

5.  Find the 3,2 minor of B= [
5 1 2
4 −1 1
0 0 3

] 

delete the third row and second column 

= 𝑑𝑒𝑡𝐴32 = 𝑑𝑒𝑡 [
5 2
4 1

] = (5 − 8) = −3 
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6. Find det (A+B) where A=[
1 −1 3
0 1 1
1 1 1

] and B= [
1 0 3
0 7 2
0 0 4

] 

**Find (A+B) first!!! 

**note: you cannot say det(A+B)=det A + det B...it is not true for any matrices A and B 

 

A+B=[
2 −1 6
0 8 3
1 1 5

] expand along the first column 

det(A + B)=(−1)1+1(2)𝑑𝑒𝑡 [
8 3
1 5

] + (−1)3+1(1)𝑑𝑒𝑡 [
−1 6
8 3

] 

=(2)(40-3) + (1)(-3 -48) 

=74 - 51 

=23 

 

7. If A and B are both 3x3 matrices, with det A=2 and det B=5, find det(ATB-1).  

det(ATB-1)= detA (1/detB)= 2 (1/5) = 2/5 

 

8. If det [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

]=4, find the determinant of [
2𝑎 2𝑏 2𝑐
3𝑔 3ℎ 3𝑖
𝑑 𝑒 𝑓

] 

A. 6 B. -6  C. 24 D. -24  E. none of the 

above 

switched rows x (-1) and then multiplied one row by 2, one row by 3 so det gets multiplied by 2 

and 3 

det=4(-1)(2)(3)= -24 

The answer is d). 

9. Find the 3,1 cofactor of B=[
4 1 2
4 −1 1
0 0 3

] 

Delete the third row and first column 

3,1 cofactor=(−1)3+1𝑑𝑒𝑡𝐵31 = (1)𝑑𝑒𝑡 [
1 2
−1 1

] = 1 + 2 = 3 
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10.  Find the 2,1 minor of the matrix A=[
3 3 2
0 −1 1
−1 −2 3

] 

Delete the second row and first column 

2,1 minor =𝑑𝑒𝑡𝐴21 = 𝑑𝑒𝑡 [
3 2
−2 3

]= 9 + 4 = 13 

 

11. Find det [

2 4 5

0 √2 2

0 0 4√2

] 

matrix is in upper triangular form, so multiply along main diagonal to find the determinant 

det= 2(√2(4√2) = 2(4)(2) = 16 since a root times itself, is just the number under the root 

 

12. Find det [

1 0 0 0
−6 6 0 0
6 6 1 0
2 2 3 2

] 

matrix is in lower triangular form, so multiply along main diagonal to find determinant 

det=(1)(6)(1)(2)= 12 

13. Find de𝑡 [

0 0 1 3
0 2 −1 4
0 0 1 −1
1 1 0 0

] 

 switch row 1 and row 4, and multiply det by (-1) 

= −𝑑𝑒𝑡 [

1 1 0 0
0 2 −1 4
0 0 1 −1
0 0 1 3

]  row reduce to get zero in row 4 

R4-R3 → 𝑅4 

=−𝑑𝑒𝑡 [

1 1 0 0
0 2 −1 4
0 0 1 −1
0 0 0 4

] 

= -(1)(2)(1)(4)= -8 
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14. Find the determinant for each of the following: 

a) 𝑑𝑒𝑡 [
   2 3
−1 2

] 

b) 𝑑𝑒𝑡[−√5] 

c) 𝑑𝑒𝑡 [

  2  
 2
−3
3

0
−1
  6
  4

 0
 0
−15
 0

 0
 0
 0
 3

] 

 

a)det=ad-bc= 4 + 3 = 7 

b) det=−√5 

c) det=(2)(-1)(-15)(3)= 90 

 

15. Find the determinant of [
2𝑥 𝑥 −2𝑥
𝑥 𝑥 + 1 −2𝑥
0 0 3𝑥 + 1

] 

 

expand along third row 

det=(−1)3+3(3𝑥 + 1)𝑑𝑒𝑡 [
2𝑥 𝑥
𝑥 𝑥 + 1

] = (3𝑥 + 1)(2𝑥2 + 2𝑥 − 𝑥2) = (3𝑥 + 1)(𝑥2 + 2𝑥) 

16. Using row and/or column operations, find det [
1 3 0
2 1 4
2 2 4

].  

𝑑𝑒𝑡 [
1 3 0
2 1 4
2 2 4

] using R3-2R1→R3 and R2-2R1→R2, then expand along the first column 

[
1 3 0
0 −5 4
0 −4 4

] 

= (−1)1+1(1)𝑑𝑒𝑡 [
−5 4
−4 4

] = −20 + 16 = −4 
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17. The matrix A=[
1 2 1
1 1 0
4 2 2

] has det A= -4. Which of the following is false? 

A. detAT= 4 B. detA-1= -1/4 

 

C. det (2A)= -8 D. det A2=16 E. A and C are 

false 

 

A. is false since the transpose has the same det as the original matrix 

B. is true since det (inverse)=1/detA 

C. is false since det(2A)=23(detA)=8(-4)= -32 

D. is true since det(A2)=det(AA)=detA(detA)= 16 

The answer is e). 

 

18. If A and B are both nxn matrices, with det A=2 and det B=5, find det(ATB-1). 

A. 10 B. -10  C. 1/10  D. -2/5  E. none of the 

above 

det(ATB-1)= detA (1/detB)= 2/5  

The answer is e). 

 

19. If A is a 3x3 matrix, with det A= 4, find det(2A)T. 

A. 8 B. 1/8 C. 32  D. -32 E. none of the 

above 

det(2A)T=23(detA)=8(4)=32. The answer is c). 
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20. If det [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

]=4, find the determinant of  [
2𝑎 2𝑑 2𝑔
𝑏 𝑒 ℎ
𝑐 𝑓 𝑖

]. 

A. 4 B. -4  C. 8  D. -8  E. none of the 

above 

  

The matrix is transposed, but this doesn't change the determinant 

The first row is multiplied by 2, so the determinant gets multiplied by 2 

det= 2(4)= 8 

The answer is c).   

  

21. If det  [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

]=5, find the determinant of [

𝑎 − 𝑔 𝑏 − ℎ 𝑐 − 𝑖
𝑑 𝑒 𝑓
2𝑔 2ℎ 2𝑖

] 

 A. 5 B. -5  C. 10  D. -10  E. none of the 

above 

 

The first elementary row-operation doesn't change the det, so just multiply it by 2 because the 

third row is multiplied by 2, so the new determinant is 5(2) =10. 

The answer is c). 
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22. If A is a 4x4 matrix with det A= 2, which of the following statements are true? 

I) detAT=2 

II) det (-A)= -2 

III) det (AA-1)=1 

IV) det(2A)=8 

 

A. I)  and IV)  B. I), II) and IV)  C. I), II) and III)  D. I) and III) E. all of them 

 

I) detAT=2 true 

II) det (-A)= -2 

det (-A)= (-1)4(detA)=2 so II is false 

III) det (AA-1)=1 

det (AA-1)=det(I)=1 is true 

IV) det(2A)=24(detA)=16(2)=32 so IV) is false 

The answer is d). 

 

23. Find det (CD) where C=[
1 5
2 3

] and D= [
3 −1
0 3

] 

A. 117 B. -63 C. 63 D. -117 E. none of the 

above 

det(CD)=detCdetD= (3-10)(9-0)= (-7)(9)= -63. The answer is b). 

 

24. Let A and B be nxn matrices with det A=7 and det B=6.  Which of the following are false? 

A. A and B are 

both invertible  

B. Every linear 

system AX=b 

has a unique 

solution  

C. Every linear 

system BX=b 

has no solution.  

D. det(BTAT)=42  E. The rank of A 

and B are both 

equal to n. 

 

The answer is c). since if detB≠0, there must be a unique solution 
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25. If A= [
𝑎 𝑏
𝑐 𝑑

] and det A=8, which of the following matrices does not have a determinant 

equal to det A? 

A. 

 [
3𝑎

1

3
𝑏

3𝑐
1

3
𝑑
]  

B. 

 

[
𝑎 𝑐
𝑏 𝑑

] 

C. 

 

[
𝑎 𝑏

𝑐 + 𝑎 𝑑 + 𝑏
] 

D.  

All of the following have a 

determinant equal to det A 

for A, if you multiply one column by 3, you multiply det by 3, but then when you multiply 

another column by 1/3, you multiply det by 1/3 and get back where you started! 

B, has same det, transpose doesn't change determinant 

C, elementary row operations don't change det 

The answer is d). 

 

26. Determine the value of k so that matrix A=[
3 3
𝑘 6

] does not have an inverse. 

A. k=6 B. k= -6  C. 𝑘 ≠ 6  D. 𝑘 ≠ −6 E. None of the 

above 

It won't have an inverse if detA=0 

(3)(6) - 3k = 0 

18 - 3k=0 

k=6 

The answer is a). 

 

27. Determine the value of x so that matrix A= [
2 0 4
𝑥 1 3
2 0 𝑥

] has an inverse. 

A. x=4 B. x= -5  C. 𝑥 ≠ 4 D.  𝑥 ≠ −4 E. none of the 

above 

If det A=0, 2x-8 = 0 so x=4 and this would be the value for which there is NO inverse 

The answer is c).  Basket weave and get left = 8+0+0=8 and right=2x+0+0=2x and  

right – left = 2x – 8 ≠ 0 ,so we get x≠ 4,since you know the determinant can’t be 0 since it has 

an inverse.  The answer is c). 
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28. Suppose A is an nxn matrix with det A≠0.  Which of the following statements is true? 

A. AX=b must 

have infinitely 

many solutions  

B. There is at 

least one row of 

0’s in the row 

reduced echelon 

form of A 

C. A is not 

invertible  

D. AX=0 has no 

solution  

E. rank A=n 

The answer is e). because if detA=0, there can't be a unique solution or an inverse, or the identity 

when you row-reduce.  Also, if det A =0, there is at least one row of 0’s so the rank is less than 

n.  The homogeneous system can’t be a unique solution, so it must be infinitely many solutions. 

 

29. Find 𝑑𝑒𝑡 [

1 0 5 3
0 −1 0 4
0 0 −3 −2
2 2 0 3

] 

R4 − 2R1 → R4 

 

start row-reducing... 

[

1 0 5 3
0 −1 0 4
0 0 −3 −2
0 2 −10 −3

] R4+2R2→ R4 

[

1 0 5 3
0 −1 0 4
0 0 −3 −2
0 0 −10 5

] 

expand along the first column...detA (-1)1+1(1)det[
−1 0 4
0 −3 −2
0 −10 5

] 

expand along the first column of the 3x3...note: the numbers left in front of the 3x3 are just equal 

to 1 

det A = (-1)1+1(-1)det[
−3 −2
−10 5

] = −1(−15 − 20) = 35 

 

30. Find the (1,2) cofactor of A=[
1 1 1
3 3 3
3 6 8

] 

Delete the first row and second column 

1,2 cofactor= (−1)1+2𝑑𝑒𝑡 [
3 3
3 8

] = (−1)(24 − 9) = −15 
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31. If A= [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

] and det A = 4, 

 

a) Find det [4
𝑎 𝑑 𝑔
𝑏 4𝑒 4ℎ
𝑐 𝑓 𝑖

] 

NEW det=4(4)=16 

 

b) Find det [
3𝑎 3𝑏 3𝑐
4𝑑 4𝑒 4𝑓

2𝑔 − 6𝑎 2ℎ − 6𝑏 2𝑖 − 6𝑐
] 

    NEW det=(3)(4)(2)(4)=96 

 

c) Find det [

𝑎 − 3𝑑 𝑏 − 3𝑒 𝑐 − 3𝑓
𝑔 ℎ 𝑖
3𝑑 3𝑒 3𝑓

] 

NEW det=(-1)(3)(4)= -12 

 

d) Find det [

2𝑎 2𝑑 2𝑔
𝑏 𝑒 ℎ
𝑐 𝑓 𝑖

] 

 

NEW det=2(4)=8 

 

32. Let A= [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

]. If det [
2𝑎 2𝑑 2𝑔
𝑏 𝑒 ℎ
𝑐 𝑓 𝑖

] = -40, find det 𝐴. 

This one is backwards! You are finding det A, the original determinant and you know the final 

answer is -40. 

2 det A = -40 

Det A=1/2(-40)= -20 

 

 

 

 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 259 

33. If B is a 3x3 matrix and the det (2B) =16 , then det B is: 

A. 2 B. 1/2 C. 8 D. 8/3 E. none of the 

above 

16=23 detB 

det B=16/8 = 2 

The answer is a). 

 

34. Let A and B be  matrices with det A =5  and  det B= 3.  Find each of the following: 

(i) det(AB) 

 

(ii)  

 

(iii)  

 

 

(i) det (AB)= detA detB= 5(3)=15 

(ii) det(ATBTA)=(det A)(detB) (detA)=5(3)(5)=75 

(iii)  

=det=(1/5)(3)=3/5 

 

35. Find the det (A-1B) if 𝐴 = [
4 2 4

0 3 √5
3

0 0 −2

] and B=[
8 0 0
𝑏 3 0
𝑐 𝑎 1

] 

det(A-1B)= (1/detA)(detB)=(1/-24)(24)=- 1 since they are both in triangular form so we can just 

multiply long main diagonal 

 

36. Let A = [
2 3 2
0 𝑐 1
0 0 2

].      Find c if det A-1 = 
1

8
 . 

 

if det A-1=1/8,  then det A=8 

detA=8= (2)(c)(2)...multiply along main diagonal since A is in triangular form 

4c=8 

c=2 

33

( )ABA TTdet

( )BA 1det −

( )BA 1det −
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37. Find all values of k for which A has an inverse if 𝐴 = [
2 3 4
0 𝑘 4
0 2𝑘 𝑘

]. 

If A has an inverse, detA≠0...expand along first column 

detA=(−1)1+1(2)𝑑𝑒𝑡 [
𝑘 4
2𝑘 𝑘

] = (2)(𝑘2 − 8𝑘) = 2𝑘2 − 16𝑘 = 2𝑘(𝑘 − 8)=0 

No inverse if k=0, 8 

So, it will have an inverse as long as k≠0,8 

 

38. For what value of k is the rank of A=[
𝑘 −10
1 𝑘 + 7

] equal to 1?   

Given rank =1, (there is a row of 0's), so det A=0 since that means it is not invertible and not 

unique 

k(k+7) +10 = 0 

k2 +7k +10 = 0 

(k+2)(k+5)=0 

k=-2, -5 

 

39. Find det (-6I) where I is the identity matrix of order 70. 

det (- 6I) = (- 6)70 det I = (- 6)70 (1) = (- 6)70 

since the determinant of any identity matrix is 1 

 

40. If C and D are 4x4 matrices where detC=2, detD=3, find det(2C) and det(3D). 

det(2C)=24(2)= 32 

det(3D)=34(3)=243 
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41.  Find the determinant of A=[

1 2 1 0
0 0 1 1
−1 1 2 −1
−1 −1 −1 −1

] 

R3+R1 → 𝑅3 𝑎𝑛𝑑 𝑅4 + 𝑅1 → 𝑅4 

[

1 2 1 0
0 0 1 1
0 3 3 −1
0 1 0 −1

] 

then, expand along the first column 

det A = (-1)1+1(1) det A11 

=(1)(1) det [
0 1 1
3 3 −1
1 0 −1

] 

Expand along the first column again 

=(-1)2+1(3)det [
1 1
0 −1

] +(-1)3+1(1)det [
1 1
3 −1

] = (-3) (-1) + 1(-4) =3 – 4  = -1 

 

42. Find k so that the matrix A has no inverse where:  

𝐴 = [
𝑘 − 3 2 3
0 𝑘 + 2 4
0 0 𝑘 − 4

] 

𝑑𝑒𝑡𝐴 = (𝑘 − 3)(𝑘 + 2)(𝑘 − 4) = 0 since it is in upper triangular form 

So, k=3, -2 and 4 so that A is not invertible. 

 

43. If I is the 3x3 identity matrix, find det(3𝐼−1 − 7𝐼𝑇). 

If I is the 3x3 identity matrix, find   𝑑𝑒𝑡(3𝐼−1 − 7𝐼𝑇). 

NOTE: the inverse and the transpose of I are the same matrix I, the identity matrix 

 

𝑑𝑒𝑡(3𝐼−1 − 7𝐼𝑇) = 𝑑𝑒𝑡(3𝐼 − 7𝐼) = 𝑑𝑒𝑡(−4𝐼) = (−4)3𝑑𝑒𝑡𝐼 = −64(1) = −64 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 262 

44. Find the determinant of matrix B= [

1 1 −1 2
−2 1 1 3
3 1 1 0
2 −1 0 0

] 

R2 + 2R1 → 𝑅2 

R3-3R1→ 𝑅3 

R4 - 2R1→ 𝑅4 

[

1 1 −1 2
0 3 −1 7
0 −2 4 −6
0 −3 2 −4

]R4 + R2→ 𝑅4 

[

1 1 −1 2
0 3 −1 7
0 −2 4 −6
0 0 1 3

]...now expand along first column 

det=(-1)1+1 (1) det[
3 −1 7
−2 4 −6
0 1 3

] = det[
3 −1 7
−2 4 −6
0 1 3

]...use any method to finish! 

Determinant=right products - left products = 22 +12 = 34 

 

45.  If det [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑘

] = 4, 𝑓𝑖𝑛𝑑 det [
𝑐 𝑏 𝑎
𝑓 𝑒 𝑑

𝑘 − 4𝑐 ℎ − 4𝑏 𝑔 − 4𝑎
] 

New determinant = 4(-1) = -4 since they switched two columns 

NOTE: k-4c is replacing k, so nothing is being done to the k, the spot being replaced, so this has 

no effect on the determinant 
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46. Let 𝑎 ∈ ℝ and let 

0 1 0

2 1 0

1 1 1 0

4 1

a

a
A

a 

− 
 

−
 =
 
 
 

. What value(s) of a is the matrix A invertible? 

 Let’s find the determinant of the given matrix by expanding along the 4th column  

0 1 0
0 1

2 1 0
det det 1det 2 1

1 1 1 0
1 1 1

4 1

a
a

a
A a

a 

− 
−  

−   = = −
  
    

 

 

Then, we can expand along the first row, which also has a zero, to get 

( )( ) ( )( ) ( )( ) ( )

( ) ( )

( )( )

2

0 1

det det 2 1

1 1 1

2 1 2
1det det

1 1 1 1

1 2 1 1 1 2 1 1

1 3 2

2 3

3 1

a

A a

a
a

a a

a a

a a

a a

− 
 

= −
 
  

−   
= − −   

   

= − − − − −      

= − − −

= − −

= − +

 

Recall that a matrix is invertible when the determinant is not equal to zero. 

Therefore, this matrix is invertible when 1,3a  − .  
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47. If det A = 3 and det B=2, and A and B are both 3x3 matrices, find each of the following: 

 

a) det (AB)   b) det (BTA)   c) det (A-1 B) 

d) det (2A)   e) det (-3B) 

 

a) det (AB)= detAdetB= (3)(2)= 6 

b) det (BTA)= det B det A= (2)(3) =6 

c) det (A-1 B)=
1

𝑑𝑒𝑡𝐴
𝑑𝑒𝑡𝐵=

1

3
(2) =

2

3
 

d) det(2A)= 23 (3)= 24 

e) det (-3B)= (−3)3(2) = −54 

 

48. In which one of the following matrices is the value of the determinant not equal to 12? 

A. [
1 0 0
6 2 0
7 5 6

]      B. [
1 0 0
0 −2 0
0 0 −6

]    C. [
0 0 6
0 2 3
1 5 6

]    D. [
1 3 2
0 −2 4
0 0 −6

] 

C...det C is not equal to 12, while A, B and C are. (it is not the main diagonal, down and to the 

right) 

 

49. If A=[
2 2 3
0 2 0
0 0 4

] and B=[
1 0 0
0 2 0
0 0 −3

] , 𝑓𝑖𝑛𝑑 det(𝐴 + 2𝐵). 

A + 2B = [
2 2 3
0 2 0
0 0 4

]+2[
1 0 0
0 2 0
0 0 −3

] = [
4 2 3
0 6 0
0 0 −2

] 

 

det (A + 2B)= 4(6)(-2)= - 48 

 

50. If A=[
−1 3 −1
0 8 𝑘
0 0 3

], find det (A-1). 

det A = (-1)(8)(3) = -24 

det A-1 = -1/24 
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51. Find the value of k for which det [
4 2
1 𝑘

] = 𝑑𝑒𝑡 [
12𝑘 −2
1 −3

]. 

4k - 2 = -36k+2 

4k= -36k+2 +2 

4k + 36k= 4 

40k=4 

k=1/10 

 

52. If det  [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

] = 4, find the determinant of [
𝑑 𝑒 𝑓
3𝑎 3𝑏 3𝑐
−2𝑔 −2ℎ −2𝑖

]. 

switch row 1 and row 2 will multiply the det by -1...3 times row 2 will multiply the det by 3 and 

-2 times row 3 will multiply the original det by -2 

So, new det= old det (-1)(2)(3)= 4(-1)(3)(-2) since the original det was 4...final answer = 24 

 

53. 1,2 minor=detA12= det[
0 2 −1
−1 0 1
2 1 3

] 

=(−1)2+1(−1)𝑑𝑒𝑡 [
2 −1
1 3

] + (−1)3+1(2)𝑑𝑒𝑡 [
2 −1
0 1

] 

=(-1)(-1)(7)+(1)(2)(2)=7+4=11 

 1,2 cofactor = (−1)1+2[1,2 𝑚𝑖𝑛𝑜𝑟] = (−1)(11) = −11 

 

54. 

a) 𝑧 =
𝑑𝑒𝑡𝐴(3)

𝑑𝑒𝑡𝐴
=
9

3
= 3 The answer is C).\ 

b) 𝑥 =
𝑑𝑒𝑡𝐴(1)

𝑑𝑒𝑡𝐴
= −

24

3
= −8   The answer is B). 

c) 𝑦 =
𝑑𝑒𝑡𝐴(2)

𝑑𝑒𝑡𝐴
= −

27

3
= −9  The answer is A). 
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55.det A= 6 

A(1)=[
8 4
2 −3

] 

det A(1)= - 24 - 8 = - 32 

𝑥 =
𝑑𝑒𝑡𝐴(1)

𝑑𝑒𝑡𝐴
= −

32

6
=  −

16

3
 

 

56.det A = - 19 

𝑥3 =
𝑑𝑒𝑡𝐴(3)

𝑑𝑒𝑡𝐴
 

𝐴 = [
1 2 −1
3 1 −2
4 −3 2

] and b= [
4
6
2
] 

𝐴(3) = [
1 2 4
3 1 6
4 −3 2

]  det A (3) = 4 by basket weaving...right products 2+48 – 36 = 

14 and left products = 16 - 18 + 12= 10 

and det A (3) = right - left = 14 – 10 = 4 

So,  

𝑥3 =
𝑑𝑒𝑡𝐴(3)

𝑑𝑒𝑡𝐴
=

4

−19
= −

4

19
 

Only use basket weaving for checking an answer on rough work paper!! 

57. 2,3 Adj D = (3,2) Cofactor D= delete the 3rd row and 2nd column 

(2,3) Adj D= (3,2) Cof D=(−1)3+2𝑑𝑒𝑡 [
1 1 1
2 2 1
0 −1 −2

] =(-1)(right products – left 

products) 

= -1 (-6 – (-5))= -1(-1) = 1 

NOTE: I used basket-weaving, but you can find the determinant using any method 

Right products= -4 + 0 + (-2) = -6 

Left products = 0 -1 – 4 = -5 
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58. detA= 3 since det𝐴−1 = 1/3 

det(AdjA)= (detA)n-1=(3)4-1=33=27 

 

59. 𝐴−1 =
1

𝑑𝑒𝑡𝐴
𝐴𝑑𝑗𝐴=

1

−2
[
2 0 1
2 −1 2
1 3 1

] 

2,1 entry is 2/-2= -1 

 

60. det(AdjA)= (detA)n-1 

25 =( detA)n-1 

n=3 since it is a 3x3 matrix... 25=(det A)3-1 

    25=(detA)2 

    det A = ±5 

61. If A is a 3x3 invertible matrix, find det [2𝐴
1

𝑑𝑒𝑡𝐴
 𝐴𝑑𝑗𝐴]. 

 

Recall, 𝐴−1 =
1

𝑑𝑒𝑡𝐴
𝐴𝑑𝑗𝐴, so substitute this into the determinant above 

 

det [2𝐴
1

𝑑𝑒𝑡𝐴
 𝐴𝑑𝑗𝐴] move 1/detA to be next to the AdjA…it is a constant so this is 

allowed 

= det [2𝐴
1

𝑑𝑒𝑡𝐴
 𝐴𝑑𝑗𝐴 ] 

= det(2A)det[𝐴−1] 

= 23 detA det [𝐴−1] 

=8 detA (1/detA) 

=8 
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62. det(AdjA)= (detA)n-1=(3)3-1=32=9 

 

63. Since det(A-1) = 
1

3
, detA=3 

det(AdjA)= (detA)n-1=(3)4-1=33=27 

The answer is d). 

 64. If 𝐴 = [
1 3 2
4 2 3
3 2 4

], find the (2,3)-entry of Adj A 

2,3 Adjoint=3,2 cofactor= (-1)2+3detA32...delete 3rd row and 2nd column 

= (-1) det[
1 2
4 3

] 

=(-1)(3-8) 

=5 

65. If  A is a 3x3 matrix with det A = -4 and Adj A = [
4 3 1
2 5 3
𝟔 7 4

], find the (3,1)-

entry of A-1. 

(3,1) entry of 𝐴−1 =
1

𝑑𝑒𝑡𝐴
𝐴𝑑𝑗𝐴=

1

−4
(6) = −3/2 

66.If A = [
3 6 2
𝑑 𝑒 𝑓
1 2 2

] and Adj A = [
0 −8 4
−1 4 −1
1 0 −3

]  , find det A. 

or use the formula 

det A = (ith row of A)∙ (𝑖𝑡ℎ 𝑐𝑜𝑙𝑢𝑚𝑛 𝑜𝑓 Adj A) and use either the 1st or 3rd 

rows/columns 

 

det A = 1st row of A∙ 1𝑠𝑡 𝑐𝑜𝑙𝑢𝑚𝑛 𝑜𝑓 𝐴𝑑𝑗𝐴 

=(3,6,2) ∙ (0, −1,1) = 0 − 6 + 2 = −4 
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67. This is Cramer's Rule 

A(1)=[
4 4
3 −3

]  detA(1)= -12 – 12= -24 

𝑥 =
𝑑𝑒𝑡𝐴(1)

𝑑𝑒𝑡𝐴
= −

24

48
= −

1

2
 

 

68. det A = (ith row of A)∙ (𝑖𝑡ℎ 𝑐𝑜𝑙𝑢𝑚𝑛 𝑜𝑓 Adj A) 

=(2nd row of A)∙ (2𝑛𝑑 𝑐𝑜𝑙𝑢𝑚𝑛 𝑜𝑓 𝐴𝑑𝑗 𝐴) 

detA=[0 1 3] [
−9
4
7
] = (0)(−9) + (1)(4) + (3)(7) = 0 + 4 + 21 = 25 

 

69. det(AdjB)= (detB)4-1 

125=(detB)3 

detB=5 

 

70.  𝑥 =
𝑑𝑒𝑡𝐴(1)

𝑑𝑒𝑡𝐴
= −

6

6
= −1 

𝑦 =
𝑑𝑒𝑡𝐴(2)

𝑑𝑒𝑡𝐴
=
36

6
= 6 The solution is (-1,6) 

The answer is b). (Cramer’s Rule) 

 

71.  You can see that the matrix on top is A(1) since the second column in the 

original system has been replaced by the constant terms on the right of the system. 

𝑥 =
𝑑𝑒𝑡𝐴(1)

𝑑𝑒𝑡𝐴
 

Using Cramer’s rule, the answer is a). 

72. det(A−1adjA) = det(A−1 ) det (AdjA)= (1/detA)(detA)n-1=(1/-3)(-3)2= -3 

The answer is e). 
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73.  

det A = 16 (multiply along main diagonal since it is in triangular form) 

𝑥 =
𝑑𝑒𝑡𝐴(1)

𝑑𝑒𝑡𝐴
 

𝐴(1) = [
1 3 2
2 4 1
1 0 2

] and b= [
1
2
3
] 

det A(1)= (8+3+0) – (8+0+12)=11 – 20 = -9 by basket weaving 

𝑥 =
𝑑𝑒𝑡𝐴(1)

𝑑𝑒𝑡𝐴
=
−9

16
 

 

74. a) is true 

b) is false 

c) is true, det (AB)T=(det (BT AT )=detBT detAT = detB detA=detA detB 

d) is false, many determinants are 2 but the matrices don’t have to be equal for 

both matrices to have a determinant of 2 

e) is false 

f) is true det (AB)-1= det (B-1A-1)= det B-1 det A-1=
1

𝑑𝑒𝑡𝐵
(
1

𝑑𝑒𝑡𝐴
) =

1

𝑑𝑒𝑡𝐴𝑑𝑒𝑡𝐵
 

So, a, c and f) are all true. 
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75.For the system: 

x+2y+3z=6 

-x+2y+4z=8 

2x+4y+5z=2 

 

Find the value of y in the solution using Cramer’s Rule 

𝐴 = [
1 2 3
−1 2 4
2 4 5

] 

 

det A = -4 from basket weaving:  

down and right = 10 + 16 – 12=14 

down and left = 12 +16 -10= 18 

det A = R – L = 14 – 18 = - 4 

Only use basket weaving for checking an answer on rough work paper!! 

 

𝐴(2) = [
1 6 3
−1 8 4
2 2 5

] 

det A(2) = -40 from basket weaving:  

down and right = 40+48 -6 = 82 

down and left = 48 + 8 – 30 = 26 

det A = R – L = 82 – 26 = 56 

 

The solution for y is: 𝑦 =
𝑑𝑒𝑡𝐴(2)

𝑑𝑒𝑡𝐴
=
56

−4
= −14 

 

Find the value of z in the solution using Cramer’s Rule. 
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𝐴(3) = [
1 2 6
−1 2 8
2 4 2

] 

det A(3) = -40 from basket weaving:  

down and right = 4+32 – 24 = 12 

down and left = 24+32 – 4 = 52 

det A(3) = R – L = 12 – 52 = -40 

 

𝑧 =
𝑑𝑒𝑡𝐴(3)

𝑑𝑒𝑡𝐴
=
−40

−4
= 10 

Only use basket weaving for checking an answer on rough work paper!! 

 

76. If A is a 3x3 invertible matrix, find det [𝐴
1

𝑑𝑒𝑡𝐴
3𝐴𝐴−1 (𝐴𝑑𝑗𝐴)]. 

Recall, 𝐴−1 =
𝟏

𝒅𝒆𝒕𝑨
 (𝑨𝒅𝒋𝑨) we will use this near the last step 

det [𝐴
1

𝑑𝑒𝑡𝐴
3𝐴𝐴−1 (𝐴𝑑𝑗𝐴)] = det [𝐴

1

𝑑𝑒𝑡𝐴
3𝐼 (𝐴𝑑𝑗𝐴)]=𝑑𝑒𝑡 [3𝐴

1

𝑑𝑒𝑡𝐴
 𝐼(𝐴𝑑𝑗𝐴)] 

=𝑑𝑒𝑡 [3𝐴
𝟏

𝒅𝒆𝒕𝑨
 (𝑨𝒅𝒋𝑨)]=det(3𝐴𝐴−1) = 33𝑑𝑒𝑡𝐴 𝑑𝑒𝑡𝐴−1 = 27det 𝐴 (

1

𝑑𝑒𝑡𝐴
) =

27(1) = 27 

 

77. det(AdjA)= (detA)n-1 

64 =(2)n-1 

(2)6(2)n-1 

6=n-1 

n=7 

So, it is a 7x7 matrix 
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3. Eigenvalues and Eigenvectors 

 

Example 3.1. Find the characteristic polynomial and the eigenvalues for the matrix 

 𝐴 = [
4 3
−2 −3

]. 

 𝑨 − 𝜆𝑰 = [
4 3
−2 −3

] − 𝜆 [
1 0
0 1

] = [
4 3
−2 −3

] − [
𝜆 0
0 𝜆

] = [
4 − 𝜆 3
−2 −3 − 𝜆

] 

 

det(𝐴 − 𝜆𝐼) = 𝑎𝑑 − 𝑏𝑐 = (4 − 𝜆)(−3 − 𝜆) − (3)(−2) = 0 

−12 − 4𝜆 + 3𝜆 + 𝜆2 + 6=0 

Therefore, the characteristic polynomial is 𝜆2 − 𝜆 − 6 = 0 

Solving 𝜆2 − 𝜆 − 6 = 0, we get (𝜆 − 3)(𝜆 + 2) = 0 

(Factor the trinomial, by finding two numbers that add to -1 and multiply to -6) 

Therefore, 𝜆 = 3,−2 are the eigenvalues. 

Find the eigenvectors: 

Once you have the eigenvalues, let vector v=(v1,v2,v3,...vn) corresponding to an 

eigenvalue 𝜆, and solve the system of linear equations given by: 

(𝐴 − 𝜆𝐼)𝑣 = 0 or   𝐴𝑣 = 𝜆𝑣  

 

If 𝜆 = −2, let v=(v1,v2) then (𝐴 − 𝜆𝐼)𝑥 = 0⃗   𝑏𝑒𝑐𝑜𝑚𝑒𝑠 (𝐴 + 2𝐼)𝑣 = 0 

𝜆 = −2               ([
4 3
−2 −3

] + 2 [
1 0
0 1

]) [
𝑥1
𝑥2
] = [

0
0
] 

 

[
6 3
−2 −1

|
0
0
] [
𝑥1
𝑥2
] = [

0
0
]  

[
6 3
−2 −1

|
0
0
] R1 ÷6 → R1 [

1 1/2
−2 −1

|
0
0
] R2+2R1→ R2 

[
1 1/2
𝟎 𝟎

|
0
𝟎
] 

∴  𝑥2 = 𝑡  

** When row-reducing to find eigenvectors, you ALWAYS get at least 1 row of 0’s 
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𝑥1 +
1

2
𝑡 = 0 

𝑥1 = −
1

2
𝑡 

[
𝑥1
𝑥2
] = 𝑡 [−

1

2
1

] = 𝑡 [
1
−2
] 

The eigenspace is span ([
1
−2
]) 

So, all eigenvectors corresponding to 𝜆 = −2 are multiples of the vector [
1
−2
]. 

 

𝜆 = 3      (𝐴 − 𝜆𝐼)𝑥 = 0⃗  

([
4 3
−2 −3

] − 3 [
1 0
0 1

] ) [
𝑥1
𝑥2
] = [

0
0
] 

[
1 3
−2 −6

] [
𝑥1
𝑥2
] = [

0
0
] 

[
1 3
−2 −6

|
0
0
] R2 + 2R1 → R2 

[
1 3
0 0

|
0
0
] 

𝑥2 = 𝑡 

𝑥1 + 3𝑡 = 0 

𝑥1 = −3𝑡 

[
𝑥1
𝑥2
] = 𝑡 [

−3
1
] 

∴ the eigenspace is span ([
−3
1
]).  

So, all eigenvectors corresponding to 𝜆 = 3 are multiples of the vector [
−3
1
]. 
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Example 3.2. Find the characteristic polynomial and the eigenvalues for the matrix 

 𝐴 = [
2 3
−2 −1

]. 

Solution:                                                                                     

det(𝐴 − 𝜆𝐼) = 0             

      𝐴 − 𝜆𝐼  = [
2 3
−2 −1

] − 𝜆 [
1 0
0 1

] = [
2 − 𝜆 3
−2 −1 − 𝜆

] 

     det(𝐴 − 𝜆𝐼) = 0    

   ∴ (2 − 𝜆)(−1 − 𝜆) − (3)(−2) = 0 

 −2 − 2𝜆 + 𝜆 + 𝜆2 + 6 

  𝜆2 − 𝜆 + 4 = 0 

 

𝑎 = 1     𝑏 = −1      𝑐 = 4 

𝜆 =
−𝑏 ± √𝑏2 − 4𝑎𝑐

2𝑎
=
1 ± √1 − 4(1)(4)

2(1)
=
1 ± √−15

2
=
1 ± √15𝑖

2
 

The eigenvalues are 
1±√15𝑖

2
. 

 

Example 3.3.  Given matrix A below, which has eigenvector [
−1
1
], what is the corresponding 

eigenvalue? A= [
2 0
1 3

]                                                         

A. 𝜆 = 2 B. 𝜆 = 3 C. 𝜆 = −1 D. 𝜆 = 1 

Solution:                                                                                     

𝐴𝑣 =  𝜆𝑣   

[
2 0
1 3

] [
−1
1
] = 𝜆 [

−1
1
]  

[
−2 + 0
−1 + 3

] = 𝜆 [
−1
1
]  

[
−2
2
] = 𝜆 [

−1
1
]    ∴ 𝜆 = 2  

The answer is A. 
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Example 3.4.  a) Find the eigenvalues and eigenvectors for A=[
2 0
1 3

] .         

Solution:                                                                                     

Find the eigenvalues:  
det(𝐴 − 𝜆𝐼) = 0             

      𝐴 − 𝜆𝐼  = [
2 0
1 3

] − 𝜆 [
1 0
0 1

] = [
2 − 𝜆 0
1 3 − 𝜆

] 

     det(𝐴 − 𝜆𝐼) = 0    

det ([
2 0
1 3

] − 𝜆 [
1 0
0 1

]) = 0  

det [
2 − 𝜆 0
1 3 − 𝜆

] = 0  

𝑎𝑑 − 𝑏𝑐 = 0 

 (2 − 𝜆)(3 − 𝜆) = 0       𝜆 = 2, 3 eigenvalues 

Find the eigenvectors: 

Only use a short-cut method for checking an answer on rough work paper!! 

Short-cut:  𝜆 = 2    𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒 𝑜𝑓  

         [
𝑏

𝜆 − 𝑎
] = [

0
2 − 2

] = [
0
0
]  ∴ 𝑚𝑢𝑠𝑡 𝑢𝑠𝑒 𝑡ℎ𝑒 𝑜𝑡ℎ𝑒𝑟 𝑓𝑜𝑟𝑚 

 

      [
𝜆 − 𝑑
𝑐
] = [

2 − 3
1
] = [

−1
1
]   ∴ 𝑛𝑜𝑛 − 𝑧𝑒𝑟𝑜 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒𝑠 𝑜𝑓 [

−1
1
]or[

1
−1
] 

   𝜆 = 3        [
𝑏

𝜆 − 𝑎
] = [

0
3 − 2

] = [
0
1
]   ∴ 𝑛𝑜𝑛 − 𝑧𝑒𝑟𝑜 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒𝑠 𝑜𝑓 [

0
1
] 

Long Method: 

𝜆 = 2 Find the eigenvector  

[
2 − 𝜆 0
1 3 − 𝜆

] substitute 𝜆 = 2 

[
0 0
1 1

] [
𝑥1
𝑥2
] = [

0
0
] row reducing: [

0 0
1 1

|
0
0
]     [

1 1
0 0

|
0
0
] 

Let  𝑣2 = 𝑡     

  𝑣1 + 𝑡 = 0 

∴   𝑣1 = −𝑡 
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∴ eigenvector is [
𝑥1
𝑥2
] = [

−𝑡
𝑡
] = 𝑡 [

−1
1
] 

𝜆 = 3  

[
2 − 𝜆 0
1 3 − 𝜆

] substitute 𝜆 = 3  

[
−1 0
1 0

] [
𝑥1
𝑥2
] = [

0
0
] 

[
−1 0
1 0

|
0
0
] R1 x -1 → R1 

[
1 0
1 0

|
0
0
] R2-R1 → R2 

[
1 0
0 0

|
0
0
]  

𝑥2 = 𝑡 

𝑥1 = 0 

∴ eigenvector is 𝑡 [
0
1
] 

b) Find [
2 0
1 3

]
12

[
−2
6
] 

Solution: From Theorem 4.19 
𝒙⃗⃗ =  𝒄𝟏𝒗⃗⃗ 𝟏 + 𝒄𝟐𝒗𝒗⃗⃗ 𝟐 +⋯+ 𝒄𝒎𝒗⃗⃗ 𝒎 then, for any integer 𝑘, 

𝑨𝒌𝒙⃗⃗ = 𝒄𝟏𝝀𝟏
𝒌𝒗⃗⃗ 𝟏 + 𝒄𝟐𝝀𝟐

𝒌𝒗⃗⃗ 𝟐. +⋯+ 𝒄𝒎𝝀𝒎
𝒌 𝒗⃗⃗ 𝒎  

Let 𝐴 = [
2 0
1 3

] 𝑥 = [
−2
6
]. From part a) we know: 

𝜆1 = 2     𝜆2 = 3       

𝑉⃗ 1 = [
1
−1
]      𝑉⃗ 2 = [

0
1
]    

𝑥 = 𝐶1𝑣1⃗⃗⃗⃗ + 𝐶2𝑣2⃗⃗⃗⃗    

[
−2
6
] = 𝐶1 [

1
−1
] + 𝐶2 [

0
1
]  

−2 = 𝐶1  

∴ 6 = −(−2) + 𝐶2  

6 = 2 + 𝐶2  

𝐶2 = 4  
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∴  𝑥 = −2𝑣1⃗⃗⃗⃗ + 4𝑣2⃗⃗⃗⃗   

∴ 𝐴12𝑥 = −2(2)12 [
1
−1
] + 4(3)12 [

0
1
]  

𝐴12𝑥 = [
(−2)(212)

(213) + 4(3)12
]  

 

Example 3.5.  a) Find the eigenvalues and eigenvectors for A= [
2  − 1
3       2

]. 

Solution:                                                                                     

det(𝐴 − 𝜆𝐼) = 0             

det ([
2 −1
3 2

] − 𝜆 [
1 0
0 1

]) = 0 

det [
2 − 𝜆 −1
3 2 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(2 − 𝜆)(2 − 𝜆) + 3 = 0 

4 − 4𝜆 + 𝜆2 + 3 = 0 

𝜆2 − 4𝜆 + 7 = 0  characteristic polynomial 

 

Quadratic formula:                𝜆2 − 4𝜆 + 7 = 0 

       𝑎 = 1,    𝑏 = −4,   𝑐 = 7      𝜆 =
4±√16−4(7)

2
  ∴ 𝜆 =

4±√−12

2
 

                                                                    𝜆 =
4±√4√−3

2
=
4±2√3𝑖

2
 

                                                  𝜆 = 2 + √3𝑖, 2 − √3𝑖 

 

  Short-Cut: For rough work to check ONLY!! 

 eigenvector     𝜆 = 2 + √3𝑖          [
𝑏

𝜆 − 𝑎
] = [

−1

2 + √3𝑖 − 2
] = [

−1

√3𝑖
] or [

1

−√3𝑖
] 

      𝜆 = 2 − √3𝑖     [
𝑏

𝜆 − 𝑎
] = [

−1

2 − √3𝑖 − 2
] = [

−1

−√3𝑖
] = [

1

√3𝑖
] 
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Long-Method: 

𝜆 = 2 + √3𝑖 

     𝐴𝑣 = 𝜆𝑣  

 [
2  − 1
3       2

] [
𝑣1
𝑣2
] = (2 + √3𝑖) [

𝑣1
𝑣2
] 

  2𝑣1 − 𝑣2 = (2 + √3𝑖)𝑣1 

  3𝑣1 − 2𝑣2 = (2 + √3𝑖)𝑣2 

  

   2𝑣1 − 𝑣2 = 2𝑣1 + √3𝑖 𝑣1 

   2𝑣1 − 2𝑣1 − √3𝑖𝑣1 = 𝑣2 

              𝑣2 = −√3𝑖𝑣1 

[
𝑣1
𝑣2
] = [

𝑣1

−√3𝑖𝑣1
] 

 

    Let 𝑣1 = 1                 

           𝑣2 = −√3𝑖 

∴ [
1

−√3𝑖
] is the eigenvector for 𝜆 = 2 + √3𝑖. 

Vector 𝑣 = [
−1

√3𝑖
] is an eigenvector of matrix A, with eigenvalue 

 𝜆 = 2 + √3𝑖.  If  𝑤⃗⃗⃗⃗ = [
𝑖

√3
], then what is the value of  𝐴𝑤⃗⃗ ? 

[
𝑖

√3
] × 𝑖 = [

𝑖2

√3𝑖
] = [

−1

√3𝑖
] = 𝑣   

                ∴  𝑣  𝑎𝑛𝑑 𝑤⃗⃗  are equal 

     𝐴𝑊⃗⃗⃗ = 𝐴𝑣 = 𝜆𝑣 = [2 + √3𝑖] [
𝑖

√3
] 

                                 = [
2𝑖 + √3𝑖2

2√3 + 3𝑖
] = [

2𝑖 − √3

2√3 + 3𝑖
] 
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Example 3.6.  Given A=[
2 1 0
1 2 1
0 1 2

], find: 

a) the characteristic polynomial and the eigenvalues. 

Solution:                                                                                     

 

      det(𝐴 − 𝜆𝐼) = 0 

        𝑑𝑒𝑡 ([
2 1 0
1 2 1
0 1 2

] − [
𝜆 0 0
0 𝜆 0
0 0 𝜆

]) = 0 

       𝑑𝑒𝑡 [
2 − 𝜆 1 0
1 2 − 𝜆 1
0 1 2 − 𝜆

] = 0 

det [
2 − 𝜆 1 0
1 2 − 𝜆 1
0 1 2 − 𝜆

] = 0 

(−1)1+1(2 − 𝜆)det [
2 − 𝜆 1
1 2 − 𝜆

] + (−1)2+1(1) det [
1 0
1 2 − 𝜆

] = 0 

(2 − 𝜆)[(2 − 𝜆)(2 − 𝜆) − 1] + (−1)(2 − 𝜆 − 0) = 0 

(2 − 𝜆)(4 − 2𝜆 − 2𝜆 + 𝜆2 − 1) − 2 + 𝜆 = 0 

(2 − 𝜆)(𝜆2 − 4𝜆 + 3) − 2 + 𝜆 = 0 

2𝜆2 − 8𝜆 + 6 − 𝜆3 + 4𝜆2 − 3𝜆 − 2 + 𝜆 = 0    

 ∴ 𝑡ℎ𝑒 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 𝑖𝑠 

−𝜆3 + 6𝜆2 − 10𝜆 + 4 = 0 

Or 𝜆3 − 6𝜆2 + 10𝜆 − 4 = 0 

 

This is a cubic ∴ use The Factor Theorem 

𝑓(𝜆) = 𝜆3 − 6𝜆2 + 10𝜆 − 4  

 

Try factors of the constant term ±1,±2,±4 

𝑓(1) = 1 − 6 + 10 − 4 ≠ 0  

𝑓(−1) = −1 − 6 − 10 − 4 ≠ 0   
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𝑓(2) = 8 − 6(2)2 + 10(2) − 4 = 8 − 24 + 20 − 4 = 0 

∴  (𝜆 − 2) is a factor  

 

 

 

∴  𝜆3 − 6𝜆2 + 10𝜆 − 4 = 0 

(𝜆 − 2)(𝜆2 − 4𝜆 + 2) = 0        𝑎 = 1, 𝑏 = −4, 𝑐 = 2 

 

𝜆 = 2    𝜆 =
−𝑏 ±√𝑏2−4𝑎𝑐

2𝑎
 

𝜆 =  
4 ± √16 − 4(1)(2)

2(1)
 

 𝜆 =  
4 ±√8

2
=
4 ±√4√2

2
  

𝜆 =
4 ± 2√2

2
  

𝜆 = 2 ± √2  

∴ the eigenvalues are 2, 2 + √2, 2 − √2  
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    b) Find the eigenvectors for 𝜆 = 2 + √2 𝑎𝑛𝑑 2. 

 

Find the eigenvector for 𝜆 = 2 

(𝐴 − 𝜆𝐼) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

([
2 1 0
1 2 1
0 1 2

] − 2 [
1 0 0
0 1 0
0 0 1

]) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
0 1 0
1 0 1
0 1 0

] [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
0 1 0
1 0 1
0 1 0

|
0
0
0
] R1 → R2 [

1 0 1
0 1 0
0 1 0

|
0
0
0
] R3-R2 → R3 

               𝑡 

[
1 0 1
0 1 0
0 0 0

|
0
0
0
] 

Let 𝑣3 = 𝑡 

𝑣2 = 0     𝑣1 + 𝑡 = 0 ∴ 𝑣1 = −𝑡 

∴ eigenvector is 𝑡 [
−1
0
1
] 

Eigenvector for 𝜆 = 2 + √2 

([
2 1 0
1 2 1
0 1 2

] − (2 + √2) [
1 0 0
0 1 0
0 0 1

]) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
2 − 2 − √2 1 0

1 2 − 2 − √2 1

0 1 2 − 2 − √2

] [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
−√2 1 0

1 −√2 1

0 1 −√2

|
0
0
0
] R1 → R2  
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[
1 −√2 1

−√2 1 0

0 1 −√2

|
0
0
0
]R2+ √2 R1→ R2     1 + √2 (−√2) = 1 − 2 = −1 

[
1 −√2 1

0 −1 √2

0 1 −√2

|
0
0
0
] R2 x -1 → R2      R3+R2 → R3  

[
1 −√2 1

0 1 −√2
0 0 0

|
0
0
0
] R1 + √2 R2 → R1      1 + √2(−√2 ) = 1 − 2 = −1 

[
1 0 −1

0 1 −√2
0 0 0

|
0
0
0
]  

 

𝑣1 − 𝑡 = 0        

𝑣1 = 𝑡 

Let 𝑣3 = 𝑡 

𝑣2 − √2𝑡 = 0 

𝑣2 = √2𝑡 

 

∴ eigenvector is [
𝑡

√2𝑡
𝑡
] = 𝑡 [

1

√2
1

] 
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Example 3.7. 

Determine whether the set  4321 ,,, vvvv


 is independent, where ( )8,0,2,11 =v
 , ( )8,8,0,12 =v

 , 

( )8,1,2,13 −=v


 and ( )16,0,4,24 −−−=v
 . 

Solution: 

We’ll use the test for linear independence. 

Step 1: Write the vectors in the set as the columns of a matrix. 

First, we’ll construct a matrix whose first column is the vector ( )8,0,2,11 =v
 , whose second 

column is the vector ( )8,8,0,12 =v
 , whose third column is the vector ( )8,1,2,13 −=v


, and whose 

fourth column is the vector . 

This matrix looks like:  

Step 2: 

Row-reduce the matrix. 

Now we row-reduce this matrix to find that it reduces to: 

 

 

The determinant of the resulting matrix is 0 (because there is a zero row).  Therefore, the set is 

dependent. This should come as no surprise as it can be seen that 
14 2vv


−=  (but it won’t always 

be this obvious!) 

 

 

 

 

( )16,0,4,24 −−−=v




















−−

−

−

16888

0180

4202

2111

















 −

0000

0100

0010

2001
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Example 3.8. Let’s say we have 𝜆 = −1 and we have: 𝐴 − 𝜆𝐼 = [
−𝜆 1 1
1 −𝜆 1
1 1 −𝜆

]and we 

substitute and get: 

 

(𝐴 − 𝜆𝐼) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
1 1 1
1 1 1
1 1 1

] [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] and row-reducing we get:[

1 1 1
1 1 1
1 1 1

|
0
0
0
] R2 – R1→ R2     R3 – R1→ R3   

         𝑠     𝑡  

[
1 1 1
0 0 0
0 0 0

|
0
0
0
]  

𝑥2 = 𝑠     𝑥3 = 𝑡 

𝑥1 + 𝑠 + 𝑡 = 0     𝑥1 = −𝑠 − 𝑡 

∴ [

𝑣1
𝑣2
𝑣3
] = [

−𝑠 − 𝑡
𝑠
𝑡

] = 𝑠 [
−1
1
0
] + 𝑡 [

−1
0
1
]  

𝐸−1 = span ([
−1
1
0
] , [
−1
0
1
]) . So, the eigenspace of eigenvalue -1 has 2 eigenvectors! 
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3.9 Homework on Chapter 3 

1.  If 𝐴 = [
6 16
−1 −4

], find the characteristic polynomial, eigenvalues and the eigenvectors.  

det(𝐴 − 𝜆𝐼) = 0 

 

det ([
6 16
−1 −4

] − 𝜆 [
1 0
0 1

]) = 0 

det [
6 − 𝜆 16
−1 −4 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(6 − 𝜆)(−4 − 𝜆) + 16 = 0 

−24 − 6𝜆 + 4𝜆 + 𝜆2 + 16 = 0 

𝜆2 − 2𝜆 − 8 = 0 

(𝜆 − 4)(𝜆 + 2) = 0 

𝜆 = 4,−2  

 

𝜆 = 4 

(𝐴 − 𝜆𝐼) [
𝑣1
𝑣2
] = 0 

([
6 16
−1 −4

] − 4 [
1 0
0 1

]) [
𝑣1
𝑣2
] = [

0
0
] 

[
2 16
−1 −8

] [
𝑣1
𝑣2
] = [

0
0
] 

[
2 16
−1 −8

|
0
0
] R1 ÷2→ R1 [

1 8
−1 −8

|
0
0
] 

R2+R1 → R2  

[
1 8
0 0

|
0
0
] 

 

𝑥2 = 𝑡     𝑥1 + 8𝑡 = 0 𝑥1 = −8𝑡 

∴ 𝑡 [
−8
1
]  

𝜆 = −2 
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(𝐴 − 𝜆𝐼) [
𝑣1
𝑣2
] = [

0
0
] 

([
6 16
−1 −4

] + 2 [
1 0
0 1

]) [
𝑣1
𝑣2
] = [

0
0
] 

[
8 16
−1 −2

] [
𝑣1
𝑣2
] = [

0
0
] 

[
8 16
−1 −2

|
0
0
] R1 ÷8→ R1 

[
1 2
−1 −2

|
0
0
] R2+R1 → R2 [

1 2
0 0

|
0
0
] 

𝑥2 = 𝑡     𝑥1 + 2𝑡 = 0 𝑥1 = −2𝑡 

∴ 𝑡 [
−2
1
]  

 

 

2. If 𝐴 = [
−4 2
3 −5

], find the characteristic polynomial, eigenvalues and the eigenvector 

corresponding to the largest eigenvalue. 

 

det(𝐴 − 𝜆𝐼) = 0 

det ([
−4 2
3 −5

] − 𝜆 [
1 0
0 1

]) = 0 

det [
−4 − 𝜆 2
3 −5 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(−4 − 𝜆)(−5 − 𝜆) − 6 = 0 

20 + 4𝜆 + 5𝜆 + 𝜆2 − 6 = 0 

𝜆2 + 9𝜆 + 14 = 0 

(𝜆 + 7)(𝜆 + 2) = 0 

𝜆 = −7,−2 
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Largest is 𝜆 = −2 

(𝐴 − 𝜆𝐼) [
𝑣1
𝑣2
] = [

0
0
] 

([
−4 2
3 −5

] + 2 [
1 0
0 1

]) [
𝑣1
𝑣2
] = [

0
0
] 

[
−2 2
3 −3

] [
𝑣1
𝑣2
] = [

0
0
] 

[
−2 2
3 −3

|
0
0
] R1÷2→ R1 

[
1 −1
3 −3

|
0
0
] R2 - 3R1 → R2  

[
1 −1
0 0

|
0
0
]  

𝑥2 = 𝑡     𝑥1 − 𝑡 = 0 𝑥1 = 𝑡 

∴ 𝑡 [
1
1
]  

 

3. If 𝐴 = [
0 1 1
1 0 1
1 1 0

], find the eigenvector associated with each eigenvalue of A and the 

eigenspace. 

      det(𝐴 − 𝜆𝐼) = 0     ∴ det ([
0 1 1
1 0 1
1 1 0

] − 𝜆 [
1 0 0
0 1 0
0 0 1

]) = 0 

           det [
−𝜆 1 1
1 −𝜆 1
1 1 −𝜆

] = 0 R3 – R2 → R3  

det [
−𝜆 1 1
1 −𝜆 1
1 1 −𝜆 − 1

] = 0  

(−1)1+1(−𝜆) det [
−𝜆 1
1 + 𝜆 −𝜆 − 1

] + (−1)2+1(1) det [
1 1

1 + 𝜆 −𝜆 − 1
] = 0  

−𝜆 [(𝜆2 + 𝜆) − (1 + 𝜆)] + (−1)[1(−𝜆 − 1) − 1(1 + 𝜆)] = 0  

−𝜆 (𝜆2 + 𝜆 − 1 − 𝜆) + (−1)(−𝜆 − 1 − 1 − 𝜆) = 0  

−𝜆 (𝜆2 − 1) − 1(−2𝜆 − 2) = 0  

−𝜆3 + 𝜆 + 2𝜆 + 2 = 0  

−𝜆3 + 3𝜆 + 2 = 0  
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𝜆3 − 3𝜆 − 2 = 0  

Factor Theorem  

𝑓(𝜆) = 𝜆3 + 3𝜆 + 2 try factors of −2 (±1,±2)  

𝑓(1) = 1 − 3 − 2 ≠ 0 

𝑓(−1) = −1 + 3 − 2 = 0 

∴ (𝜆 + 1) is a factor   

Using Long division, we get: 

 

𝜆3 − 3𝜆 − 2 = 0  

(𝜆 + 1)(𝜆2 − 𝜆 − 2) = 0  

(𝜆 + 1)(𝜆 − 2)(𝜆 + 1) = 0  

𝜆 = −1 (algebraic multiplicity 2  and 𝜆 = 2. 

Synthetic Division: 

    𝑙𝑒𝑡 𝑓(𝜆) = 𝜆3 − 3𝜆 − 2           𝑓(−1) = −1 + 3 − 2 = 0 

      (𝜆 + 1)𝑖𝑠 𝑎 𝑓𝑎𝑐𝑡𝑜𝑟         − 1      
1
↓
  
0 −3 −2
−1 1 2

 

                                                              _________________ 

                                                              1     -1        -2      0      R 

              ∴ (𝜆 + 1)(𝜆2 − 𝜆 − 2) = 0 

     (𝜆 + 1)(𝜆 − 2)(𝜆 + 1) = 0       𝜆 = −1,−1, 2 
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Find Eigenvectors  

𝜆 = 2  

(𝐴 − 𝜆𝐼) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

([
0 1 1
1 0 1
1 1 0

] − 2 [
1 0 0
0 1 0
0 0 1

]) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
−2 1 1
1 −2 1
1 1 −2

] [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
−2 1 1
1 −2 1
1 1 −2

|
0
0
0
] R1 → R2 

[
1 −2 1
−2 1 1
1 1 −2

|
0
0
0
] R3-R1 → R3    R2+2R1→ R2  

[
1 −2 1
0 −3 3
0 3 −3

|
0
0
0
] R2÷-3→ R2     R3+R2→ R3 

[
1 −2 1
0 1 −1
0 0 0

|
0
0
0
] R1 +2R2 → R1  

[
1 0 −1
0 1 −1
0 0 0

|
0
0
0
]  

𝑥3 = 𝑡     𝑥1 − 𝑡 = 0 𝑥1 = 𝑡 

𝑥2 − 𝑡 = 0     𝑥2 = 𝑡 

∴ eigenvector is [
𝑡
𝑡
𝑡
] = 𝑡 [

1
1
1
]    𝐸2 = span ([

1
1
1
]) 

𝜆 = −1  

([
0 1 1
1 0 1
1 1 0

] + 1 [
1 0 0
0 1 0
0 0 1

]) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 
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[
1 1 1
1 1 1
1 1 1

] [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
1 1 1
1 1 1
1 1 1

|
0
0
0
] R2 – R1→ R2     R3 – R1→ R3  

         𝑠     𝑡  

[
1 1 1
0 0 0
0 0 0

|
0
0
0
]  

𝑥2 = 𝑠     𝑥3 = 𝑡 

𝑥1 + 𝑠 + 𝑡 = 0     𝑥1 = −𝑠 − 𝑡 

∴ [

𝑣1
𝑣2
𝑣3
] = [

−𝑠 − 𝑡
𝑠
𝑡

] = 𝑠 [
−1
1
0
] + 𝑡 [

−1
0
1
]  

𝐸−1 = span ([
−1
1
0
] , [
−1
0
1
])  
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4. If  𝐴 = [
7 −1
4 3

], find the eigenvector associated with the largest eigenvalue of A and the 

eigenspace. 

              𝐴 = [
7 −1
4 3

] 

Only use a short-cut method for checking an answer on rough work paper!! 

Using the short-cut method: 

        𝑡𝑟(𝐴) = 7 + 3 = 10 

        𝑑𝑒𝑡𝐴 = 𝑎𝑑 − 𝑏𝑐 

                  = 7(3) − (−1)(4) 

                   = 21 + 4  = 25 

      𝜆2 − 𝑡𝑟(𝐴)𝜆 + 𝑑𝑒𝑡𝐴 = 0 

     𝜆2 − 10𝜆 + 25 = 0 

    (𝜆 − 5)(𝜆 − 5) = 0        𝜆 = 5, 5 

   

 𝐹𝑖𝑛𝑑 𝑡ℎ𝑒 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟(𝑠): 

([
7 −1
4 3

] − 5 [
1 0
0 1

]) [
𝑣1
𝑣2
] = [

0
0
] 

[
2 −1
4 −2

] [
𝑣1
𝑣2
] = [

0
0
] 

[
2 −1
4 −2

|
0
0
] R1÷2→ R1 

[
1 −1/2
4 −2

|
0
0
] R2 - 4R1 → R2  

[
1 −1/2
0 0

|
0
0
]   𝑥2 = 𝑡     𝑥1 −

1

2
𝑡 = 0 𝑥1 =

1

2
𝑡 

∴ 𝑡 [
1

2
1

] = [
2
1
] 
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5. Let .  Find: 

(a) the characteristic polynomials of A. 

(b) the eigenvalues of A. 

(c) the corresponding eigenvectors and the eigenspace for each 

a) (−1)1+1(1 − 𝜆) det [
2 − 𝜆 −1
−1 1 − 𝜆

] + (−1)2+1(−1)det [
−1 0
−1 1 − 𝜆

] = 0  

(1 − 𝜆)[(2 − 𝜆)(1 − 𝜆) − 1] + 1 (−1 + 𝜆 − 0) = 0 

(1 − 𝜆)(2 − 3𝜆 + 𝜆2 − 1) − 1 + 𝜆 = 0 

(1 − 𝜆)(1 − 3𝜆 + 𝜆2) − 1 + 𝜆 = 0 

1 − 3𝜆 + 𝜆2 − 𝜆 + 3𝜆2 − 𝜆3 − 1 + 𝜆 = 0 

−𝜆3 + 4𝜆2 − 3𝜆 = 0 

Or 𝜆3 − 4𝜆2 + 3𝜆 = 0 (Characteristic polynomial). 

𝜆 (𝜆2 − 4𝜆 + 3)  = 0 

𝜆 (𝜆 − 1)(𝜆 − 3) = 0 

 

b) 𝜆 = 0, 1, 3 (eigenvalues) 

 

c) 𝜆 = 0 

(𝐴 − 𝜆𝐼) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

([
1 −1 0
−1 2 −1
0 −1 1

] − 0 [
1 0 0
0 1 0
0 0 1

]) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
1 −1 0
−1 2 −1
0 −1 1

|
0
0
0
] R2+R1 → R2 

[
1 −1 0
0 1 −1
0 −1 1

|
0
0
0
] R3 + R2 → R1  

















−

−−

−

=

110

121

011

A
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[
1 −1 0
0 1 −1
0 0 0

|
0
0
0
] R1 + R2 → R1  

[
1 0 −1
0 1 −1
0 0 0

|
0
0
0
]  

𝑥3 = 𝑡 

𝑥1 − 𝑡 = 0     𝑥1 = 𝑡 

𝑥2 − 𝑡 = 0     𝑥2 = 𝑡 

 

∴ 𝑡 [
1
1
1
]  

𝐸0 = span [
1
1
1
]  

𝜆 = 1 

([
1 −1 0
−1 2 −1
0 −1 1

] − 1 [
1 0 0
0 1 0
0 0 1

]) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
0 −1 0
−1 1 −1
0 −1 0

] [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
0 −1 0
−1 1 −1
0 −1 0

|
0
0
0
] R1 → R2  

[
−1 1 −1
0 −1 0
0 −1 0

|
0
0
0
] R1 x -1 → R1     R3 – R2 → R3  

[
1 −1 1
0 −1 0
0 0 0

|
0
0
0
] R2 x -1 → R2  

[
1 −1 1
0 1 0
0 0 0

|
0
0
0
] R1 + R2 → R1 [

1 0 1
0 1 0
0 0 0

|
0
0
0
] 

𝑥3 = 𝑡 

𝑥1 + 𝑡 = 0  ∴    𝑥1 = −𝑡 

𝑥2 = 0      
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[
−𝑡
0
𝑡
] = 𝑡 [

−1
0
1
]        𝐸1 = span([

−1
0
1
])   

𝜆 = 3 

([
1 −1 0
−1 2 −1
0 −1 1

] − 3 [
1 0 0
0 1 0
0 0 1

]) [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
−2 −1 0
−1 −1 −1
0 −1 −2

] [

𝑣1
𝑣2
𝑣3
] = [

0
0
0
] 

[
−2 −1 0
−1 −1 −1
0 −1 −2

|
0
0
0
] R1 → R2  

[
−1 −1 −1
−2 −1 0
0 −1 −2

|
0
0
0
] R1 x -1 → R1      

[
1 1 1
−2 −1 0
0 −1 −2

|
0
0
0
] R2 + 2R1 → R2 

[
1 1 1
0 1 2
0 −1 −2

|
0
0
0
] R3 + R2 → R3 

[
1 1 1
0 1 2
0 0 0

|
0
0
0
] R1 – R2 → R1  

[
1 0 −1
0 1 2
0 0 0

|
0
0
0
]  

𝑥3 = 𝑡 

𝑥1 − 𝑡 = 0  ∴    𝑥1 = 𝑡 

𝑥2 + 2𝑡 = 0   ∴  𝑥2 = −2𝑡  

 

[
𝑡
−2𝑡
𝑡
] = 𝑡 [

1
−2
1
]        𝐸3 = span([

1
−2
1
] )  

   

 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 296 

6. Given the matrix, find: 

𝐴 = [
1 −2 −2
4 −5 −2
8 −4 5

] 

(a) the characteristic polynomials of A. 

(b) the eigenvalues of A. 

(c) the corresponding eigenvector for the largest eigenvalue. 

det(𝐴 − 𝜆𝐼) = 0  

det ([
1 −2 −2
4 −5 −2
8 −4 5

] − 𝜆 [
1 0 0
0 1 0
0 0 1

]) = 0 

det [
1 − 𝜆 −2 −2
4 −5 − 𝜆 −2
8 −4 5 − 𝜆

] = 0 

(−1)1+1(1 − 𝜆)det [
−5 − 𝜆 −2
−4 5 − 𝜆

] + (−1)2+1 (4) det [
−2 −2
−4 5 − 𝜆

] +

(−1)3+1(8) det [
−2 −2

−5 − 𝜆 −2
] = 0  

(1 − 𝜆)[(−5 − 𝜆)(5 − 𝜆) − 8] + (−4)[−2(5 − 𝜆) − 8] + 8 [4 + 2(−5 − 𝜆)] = 0  

(1 − 𝜆) (−25 − 5𝜆 + 5𝜆 + 𝜆2 − 8) + (−4)(−10 + 2𝜆 − 8) + 8(4 − 10 − 2𝜆) = 0  

(1 − 𝜆)(−25 + 𝜆2 − 8) + 40 − 8𝜆 + 32 + 32 − 80 − 16𝜆 = 0  

−25 + 𝜆2 − 8 + 25𝜆 − 𝜆3 + 8𝜆 + 40 − 8𝜆 + 32 + 32 − 80 − 16𝜆 = 0  

−𝜆3 + 𝜆2 + 9𝜆 − 9 = 0  

𝜆3 − 𝜆2 − 9𝜆 + 9 = 0   factor by grouping  

𝜆2(𝜆 − 1) − 9 (𝜆 − 1) = 0  

(𝜆2 − 9)(𝜆 − 1) = 0  

(𝜆 − 3)(𝜆 + 3)(𝜆 − 1) = 0  

𝜆 = 3,−3, 1  

  

𝜆 = 3   

(𝐴 − 𝜆𝐼) [

𝑥1
𝑥2
𝑥3
] = [

0
0
0
] 
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([
1 −2 −2
4 −5 −2
8 −4 5

] − 3 [
1 0 0
0 1 0
0 0 1

]) [

𝑥1
𝑥2
𝑥3
] = [

0
0
0
] 

[
−2 −2 −2
4 −8 −2
8 −4 2

|
0
0
0
] R1÷2 → R2      R2+2R1 → R2   

[
1 1 1
0 −12 −6
8 −4 2

|
0
0
0
] R2 ÷ −12 → R2  

[
1 1 1
0 1 1/2
8 −4 2

|
0
0
0
] R3 – 8R1 → R3 

[
1 1 1
0 1 1/2
0 −12 −6

|
0
0
0
] R3 + 12 R2 → R3  

[
1 1 1
0 1 1/2
0 0 0

|
0
0
0
] R1 – R2 → R1  

[
1 0 1/2 
0 1 1/2
0 0 0

|
0
0
0
]  

𝑥3 = 𝑡      

𝑥1 +
1

2
𝑡 = 0   ∴  𝑥1 = −

1

2
𝑡 

𝑥2 +
1

2
𝑡 = 0   ∴  𝑥2 = −

1

2
𝑡 

[

−
1

2
𝑡

−
1

2
𝑡

𝑡

] = 𝑡 [

−
1

2

−
1

2

1

]  Or   ([
1
1
−2
]) 
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It didn’t ask for the other eigenvectors, but here they are solved algebraically. You get the 

same answer if you use matrices!  

 𝜆 = 1 

 𝐴𝑣 = 𝜆𝑣  

      [
1 −2 −2
4 −5 −2
8 −4 5

] [

𝑣1
𝑣2
𝑣3
] = 1 [

𝑣1
𝑣2
𝑣3
] 

     𝑣1 − 2𝑣2 − 2𝑣3 = 𝑣1   1           − 2𝑣2 = 2𝑣3     𝑣2 = −𝑣3 

    4𝑣1 − 5𝑣2 − 2𝑣3 = 𝑣2   2  

   8𝑣1 − 4𝑣2 + 5𝑣3 = 𝑣3    3  

                 8𝑣1 − 4𝑣2 + 4𝑣3 = 0 

                8𝑣1 − 4(−𝑣3) + 4𝑣3 = 0 

               8𝑣1 + 4𝑣3 + 𝑣3 = 0 

               8𝑣1 + 8𝑣3 = 0         

               8𝑣1 = −8𝑣3         𝑣1 = −𝑣3 

  ∴ 𝑙𝑒𝑡 𝑣3 = 1   → 𝑣2 = −1      𝑣1 = −1 

    𝑣𝑒𝑐𝑡𝑜𝑟 [
−1
−1
1
]   𝑓𝑜𝑟 𝜆 = 1 

   𝑐ℎ𝑒𝑐𝑘      𝐴𝑣 = 𝜆𝑣  

                 [
1 −2 −2
4 −5 −2
8 −4 5

] [
−1
−1
1
] = [

−1
−1
1
]    𝑎𝑛𝑑 𝜆𝑣 = 1 [

−1
−1
1
] 

    

                  𝑙𝑒𝑡 𝜆 = −3 

                  𝐴𝑣 = 𝜆𝑣  

       [
1 −2 −2
4 −5 −2
8 −4 5

] [

𝑣1
𝑣2
𝑣3
] = −3 [

𝑣1
𝑣2
𝑣3
] 

         𝑣1 − 2𝑣2 − 2𝑣3 = −3𝑣1    1  

        4𝑣1 − 5𝑣2 − 2𝑣3 = −3𝑣2    2  

        8𝑣1 − 4𝑣2 + 5𝑣3 = −3𝑣3    3  
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  𝑓𝑟𝑜𝑚 1    − 2𝑣2 − 2𝑣3 = −4𝑣1         𝑣2 + 𝑣3 = 2𝑣1 

  𝑓𝑟𝑜𝑚 2      4𝑣1 − 2𝑣3 = 2𝑣2        2𝑣1 − 𝑣3 = 𝑣2   𝑠𝑎𝑚𝑒 𝑎𝑠 1   

 𝑓𝑟𝑜𝑚 3      8𝑣1 − 4𝑣2 = −8𝑣3       2𝑣1 − 𝑣2 = −2𝑣3 

                                                       2𝑣1 = −2𝑣3 + 𝑣2    𝑠𝑢𝑏 𝑖𝑛𝑡𝑜 1  

   ∴ 𝑣2 + 𝑣3 = −2𝑣3 + 𝑣2 

             3𝑣3 = 0        𝑣3 = 0 

𝑠𝑢𝑏 𝑣3 = 0    𝑖𝑛𝑡𝑜 2      2𝑣1 − 0 = 𝑣2 

                                                                            𝑣2 = 2𝑣1 

           𝑣 = [
1
2
0
] 
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  7. An eigenvalue of the matrix [
2 1 −2
−3 0 4
−2 −1 4

] is 2. What is the eigenvector that corresponds 

to this eigenvalue? 

A.[
0
0
0
] B. [

0
2
1
] C. [

1
2
1
] D. [

1
−2
1
] 

E. none of these 

are correct 

([
2 1 −2
−3 0 4
−2 −1 4

] − 2 [
1 0 0
0 1 0
0 0 1

]) [

𝑥1
𝑥2
𝑥3
] = [

0
0
0
] 

[
0 1 −2
−3 −2 4
−2 −1 2

] [

𝑥1
𝑥2
𝑥3
] = [

0
0
0
] 

[
0 1 −2
−3 −2 4
−2 −1 2

|
0
0
0
] R1→ R3 

[
−2 −1 2
−3 −2 4
0 1 −2

|
0
0
0
] R1 ÷-2 → R1  

[ 
1 1/2 −1
−3 −2 4
0 1 −2

|
0
0
0
] R2 + 3R1 → R2   −2 +

3

2
        −

4

2
+
3

2
=  −

1

2
  

[
1 1/2 −1
0 −1/2 1
0 1 −2

|
0
0
0
] R1 x -2 → R1  

[
1 1/2 −1
0 1 −2
0 1 −2

|
0
0
0
] R3 – R2 → R3  

[
1 1/2 −1
0 1 −2
0 0 0

|
0
0
0
] R1 – ½ R2 → R1  

[
1 0 0
0 1 −2
0 0 0

|
0
0
0
]  

𝑥1 = 0      

𝑥3 = 𝑡 

𝑥2 − 2𝑡 = 0   ∴  𝑥2 = 2𝑡 

∴ [
0
2𝑡
𝑡
] = 𝑡 [

0
2
1
]  
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         ∴ 𝐵) 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 

NOTE: [0 0  0] is NEVER an eigenvector        

 

 

8. The matrix A=[
2 2
1 1

]  has which of the following as an eigenvalue? 

A. 3 B. 0 C. -1 D. i E. both A and B 

 

det(𝐴 − 𝜆𝐼) = 0  

det ([
2 2
1 1

] − 𝜆 [
1 0
0 1

]) = 0 

det [
2 − 𝜆 2
1 1 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(2 − 𝜆)(1 − 𝜆) − 2 = 0 

2 − 2𝜆 − 𝜆 + 𝜆2 − 2 = 0  

𝜆2 − 3𝜆 = 0   

𝜆(𝜆 − 3) = 0   

𝜆 = 0, 3  

The answer is E). 
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9. a) Given A=[
1 0
2 3

] , 𝑤ℎ𝑖𝑐ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒𝑠 𝑓𝑜𝑟 𝐴. 

A. 1 B. -1 C. −3 D. 3 E. both A and D 

It is in lower triangular form, so 1 and 3 are the eigenvalues. 

          ∴ 𝐸 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 

b) Find [
1 0
2 3

]
10

[
2
1
] 

𝐴 = [
1 0
2 3

] 𝑥 = [
3
1
]  

𝜆 = 1, 3  

𝜆 = 1  Find the eigenvector 

([
1 0
2 3

] − 1 [
1 0
0 1

]) [
𝑥1
𝑥2
] = [

0
0
] 

[
0 0
2 2

|
0
0
] R1 → R2 

[
2 2
0 0

|
0
0
] R1 ÷ R2 → R1  

[
1 1
0 0

|
0
0
]  

𝑥2 = 𝑡 

𝑥1 + 𝑡 = 0       𝑥1 = −𝑡 

∴  𝜆 = 1 has eigenvector 𝑥1⃗⃗  ⃗ = [
1
−1
] 

𝜆 = 3 Find the eigenvector 

([
1 0
2 3

] − 3 [
1 0
0 1

]) [
𝑥1
𝑥2
] = [

0
0
] 

[
−2 0
2 0

|
0
0
] R1 ÷ −2 → R1  

[
1 0
2 0

|
0
0
] R2 -2R1 → R2  

[
1 0
0 0

|
0
0
]  

𝑥2 = 𝑡      𝑥1 = 0  

∴  𝜆 = 3 has eigenvector 𝑥2⃗⃗⃗⃗ = [
0
1
] 
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𝐴𝑣1⃗⃗⃗⃗ = 1𝑣1⃗⃗⃗⃗  𝑎𝑛𝑑 𝐴𝑣2⃗⃗⃗⃗ = 3𝑣2⃗⃗⃗⃗   

Since {𝑣1⃗⃗⃗⃗ , 𝑣2⃗⃗⃗⃗ } forms a basis for R2, we can write 𝑥  as a linear combination of 𝑣1⃗⃗⃗⃗  𝑎𝑛𝑑 𝑣2⃗⃗⃗⃗  

𝑥 =  [
2
1
] = 2 [

1
−1
] + 3 [

0
1
]   

𝑥 = 2𝑣1⃗⃗⃗⃗ + 3𝑣2⃗⃗⃗⃗  ∴  𝐶1 = 2, 𝐶2 = 3  

∴ 𝐴𝑘𝑥 = 𝐶1𝜆1
𝑘𝑣1⃗⃗⃗⃗ + 𝐶2𝜆2

𝑘𝑣2⃗⃗⃗⃗   

∴ 𝐴10𝑥 = 2(1)10𝑣1⃗⃗⃗⃗ + 3(3)
10𝑣2⃗⃗⃗⃗   

               = 2 [
1
−1
] + 311 [

0
1
]  

               = [
2

−2 + 311
]  

 

10. Given matrices A, B and C, match the eigenvectors associated with eigenvalue 2 to each 

matrix. 

𝐴 = [
2 3
0 6

]  B=[
6 3
0 2

] and C=[
4 2
−2 0

] 

Here, I will use the short cut method for finding the eigenvectors!! 

Only use a short-cut method for checking an answer on rough work paper!! 

Vectors V1=[
1
0
]  V2=[

−3
4
]  V3=[

1
−1
] and V4=[

0
1
] 

A.  det ([
2 3
0 6

] − 𝜆 [
1 0
0 1

]) = 0 

det [
2 − 𝜆 3
0 6 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(2 − 𝜆)(6 − 𝜆) − 0 = 0 

12 − 8𝜆 + 𝜆2 = 0  

𝜆2 − 8𝜆 + 12 = 0 

  (𝜆 − 2)(𝜆 − 6) = 0 

   𝜆 = 2,6 

𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟 [
𝑏

𝜆 − 𝑎
] = [

3
2 − 2

] = [
3
0
] or any multiple  

                                               ∴ 𝑣1 
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B. det ([
6 3
0 2

] − 𝜆 [
1 0
0 1

]) = 0 

det [
6 − 𝜆 3
0 2 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(6 − 𝜆)(2 − 𝜆) = 0 

12 − 6𝜆 − 2𝜆 + 𝜆2 = 0  

   𝜆2 − 8𝜆 + 12 = 0 

     (𝜆 − 2)(𝜆 − 6) = 0 

   𝜆 = 2,6 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟     [
𝑏

𝜆 − 𝑎
] = [

3
2 − 6

] = [
3
−4
] 

                                       ∴ 𝑣2 

     𝐶. det ([
4 2
−2 0

] − 𝜆 [
1 0
0 1

]) = 0 

det [
4 − 𝜆 2
−2 −𝜆

] = 0 

(4 − 𝜆)(−𝜆) + 4 = 0 

−4𝜆 + 𝜆2 + 4 = 0  

𝜆2 − 4𝜆 + 4 = 0 

(𝜆 − 2)(𝜆 − 2) = 0 

𝜆 = 2,2 

[
𝑏

𝜆 − 𝑎
] = [

2
2 − 4

] = [
2
−2
 ] 𝑜𝑟 𝑎𝑛𝑦 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒 

  ∴ 𝑣3 

Only use a short-cut method for checking an answer on rough work paper!! 
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11. The eigenvalues of A= [
0 −1
0 4

]  𝑎𝑟𝑒: 

A. 4, 0 B. 0, -4 C. -1, 4 D.-4, 1 E. undefined, 

since detA=0 

 

det(𝐴 − 𝜆𝐼) = 0  

det ([
0 −1
0 4

] − 𝜆 [
1 0
0 1

]) = 0 

det [
−𝜆 −1
0 4 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(−𝜆)(4 − 𝜆) + 0 = 0 

−4𝜆 + 𝜆2 = 0 

𝜆2 − 4𝜆 = 0 

 𝜆(𝜆 − 4) = 0 

  𝜆 = 0,4 

   ∴ 𝐴) 𝑖𝑠 𝑡ℎ𝑒 𝑎𝑛𝑠𝑤𝑒𝑟 

NOTE: It is in upper triangular form, so the eigenvalues are just the numbers along the main 

diagonal. 

 

12. a) Find the characteristic polynomial of A and the eigenvalues of 𝐴 = [
1 2
−1 1

]. 

b) Find the eigenvector for each eigenvalue found in part a) 

det(𝐴 − 𝜆𝐼) = 0  

det ([
1 2
−1 1

] − 𝜆 [
1 0
0 1

]) = 0 

det [
1 − 𝜆 2
−1 1 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(1 − 𝜆)(1 − 𝜆) + 2 = 0 

1 − 2𝜆 + 𝜆2 + 2 = 0 

𝜆2 − 2𝜆 + 3 = 0 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 306 

Won’t factor, so we use the quadratic formula: 

     𝜆2 − 2𝜆 + 3 = 0                 𝑎 = 1   𝑏 = −2     𝑐 = 3 

   

         𝜆 = −
−𝑏±√𝑏2−4𝑎𝑐

2𝑎
=
2±√(−2)2−4(1)(3)

2(1)
=
2±√4−12

2
=
2±√−8

2
=
2±√4√2𝑖

2
 

      𝜆 =
2+2√2𝑖

2
,
2−2√2𝑖

2
   𝑜𝑟    1 + √2 𝑖 , 1 − √2𝑖 

𝜆 = 1 + √2𝑖 

(𝐴 − 𝜆𝐼) [
𝑣1
𝑣2
] = [

0
0
] 

([
1 2
−1 1

] − (1 + √2𝑖) [
1 0
0 1

]) [
𝑥1
𝑥2
] = [

0
0
] 

[
1 − (1 + √2𝑖) 2

−1 1 − (1 + √2𝑖)
] [
𝑥1
𝑥2
] = [

0
0
]  

[
−√2𝑖 2

−1 −√2𝑖
] [
𝑥1
𝑥2
] = [

0
0
]  

[
−√2𝑖 2

−1 −√2𝑖
|
0
0
] R1 → R2  

[
−1 −√2𝑖

−√2𝑖 2
|
0
0
] R1 x -1 → R1  

[
1 √2𝑖

−√2𝑖 2
|
0
0
]  R2 + (−√2𝑖)R1 → R2  

2 + (−√2𝑖)(−√2𝑖)  

= 1 + 1𝑖2 

= 2 + 2 (−1) = 0 

[1 √2𝑖
0 2

|
0
0
]    

𝑥2 = 𝑡      

𝑥1 + (√2𝑖)𝑡 = 0 

𝑥1 = −√2𝑖 𝑡 

∴  [
𝑥1
𝑥2
] = [−√2𝑖 𝑡

𝑡
] = 𝑡 [−√2𝑖 

1
]  
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𝜆 = 1 − √2𝑖 

([
1 2
−1 1

] − (1 − √2𝑖) [
1 0
0 1

]) [
𝑥1
𝑥2
] = [

0
0
] 

[
1 − (1 − √2𝑖) 2

−1 1 − (1 − √2𝑖)
] [
𝑥1
𝑥2
] = [

0
0
]  

[√
2𝑖 2

−1 √2𝑖
|
0
0
] R1 → R2  

[
−1 √2𝑖

√2𝑖 2
|
0
0
] R1 x -1 → R1  

[
1 −√2𝑖

√2𝑖 2
|
0
0
]  R2 − (√2𝑖)R1 → R2  

√2𝑖 − √2𝑖 = 0  

2 − (√2𝑖)(−√2𝑖)  

= 2 + 2𝑖2 

= 2 + 2 (−1) 

= 0 

[1 −√2𝑖
0 0

|
0
0
]   

𝑥2 = 𝑡      

𝑥1 − √2𝑖 𝑡 = 0 𝑥1 = √2𝑖 𝑡 

[√2𝑖 𝑡
𝑡
] = 𝑡 [√2𝑖 

1
]  

      

  b) Only use a short-cut method for checking an answer on rough work paper!! 

Using the short-cut method: 

Eigenvector   [
𝑏

𝜆 − 𝑎
] = [

2

1 + √2𝑖 − 1
] = [

2

√2𝑖
] 

   𝜆 = 1 − √2𝑖 

   Eigenvector=[
𝑏

𝜆 − 𝑎
] = [

𝑏
𝜆 − 𝑎

] = [
2

1 − √2𝑖 − 1
] = [

2

−√2𝑖
] 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 308 

13.a) This matrix is in upper triangular form. As a result, the numbers on the main diagonal 

are always the eigenvalues. (for any matrix in triangular form) 

∴ 𝜆 = 3,6,2 

b) Find the eigenvector for the smallest eigenvalue. 

𝜆 = 2 

([
3 2 3
0 6 10
0 0 2

] − 2 [
1 0 0
0 1 0
0 0 1

]) [

𝑥1
𝑥2
𝑥3
] = [

0
0
0
] 

[
1 2 3
0 4 10
0 0 0

] [

𝑥1
𝑥2
𝑥3
] = [

0
0
0
] 

[
1 2 3
0 4 10
0 0 0

|
0
0
0
] R2 ÷ 4 → R2 

[
1 2 3
0 1 5/2
0 0 0

|
0
0
0
] R1 – 2R2 → R1       3 − 2 (

5

2
) = 3 − 5 = −2 

[
1 0 −2
0 1 5/2
0 0 0

|
0
0
0
] 

𝑥3 = 𝑡      

𝑥1 − 2𝑡 = 0 ∴  𝑥1 = 2𝑡   

𝑥2 +
5

2
𝑡 = 0       𝑥2 = −

5

2
𝑡   

∴ [

𝑥1
𝑥2
𝑥3
] = [

2𝑡

−
5

2
𝑡

𝑡

] = 𝑡 [
2

−5/2
1
]  ×  2 or 𝑡 [

4
−5
2
]  
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14. Show 𝑣 = [
16
−2
] is an eigenvector of 𝐴 =  [

6 16
−1 −4

] 

𝐴𝑣 = 𝜆𝑣  

𝐴𝑣 =  [
6 16
−1 −4

] [
16
−2
] = [

96 − 32
−16 + 8

] = [
64
−8
]  this is a multiple of 𝑣  

[
64
−8
] = 𝜆 [

16
−2
]    

∴ 𝜆 = 4 

∴ the eigenvalue is 4  

 

15.  

det([

−2
0
0
0

0
4
0
0

0
0
3
3

0
0
0
4

] − [

𝜆
0
0
0

0
𝜆
0
0

0
0
𝜆
0

0
0
0
𝜆

]) = 0 

det

[
 
 
 
 −2 − 𝜆⏞    

1,1

0
0
0

0
4 − 𝜆
0
0

0
0

3 − 𝜆
3

0
0
0

4 − 𝜆]
 
 
 
 

= 0 

 

(−1)1+1(−2 − 𝜆)det [
4 − 𝜆⏞  
1,1

0 0
0 3 − 𝜆 0
0 3 4 − 𝜆

] = 0 

 

(−2 − 𝜆)((−1)1+1(4 − 𝜆) det [
3 − 𝜆 0
3 4 − 𝜆

] = 0 

(−2 − 𝜆)(4 − 𝜆)[(3 − 𝜆)(4 − 𝜆)] = 0 

∴ 𝜆 = −2, 4, 3, 4 

Find e-vector for 𝜆 = 4 

 

𝐴𝑣 = 𝜆𝑣   

[

−2
0
0
0

0
4
0
0

0
0
3
3

0
0
0
4

] [

𝑣1
𝑣2
𝑣3
𝑣4

] = 4 [

𝑣1
𝑣2
𝑣3
𝑣4

] 
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1 − 2𝑣1 = 4𝑣1    ∴ 6𝑣1 = 0 ∴ 𝑣1 = 0 

2  4𝑣2 = 4𝑣2 ← doesn
′t mean 𝑣2 = 0 

3  3𝑣3 = 3𝑣3    ∴ 𝑣3 = 0 

4  3𝑣3 + 4𝑣4 = 4𝑣4    ∴ 𝑣3 = 0   

 

∴ eigenvector = [

0
𝑣2
0
𝑣4

] = 𝑣2 [

0
1
0
0

] + 𝑣4 [

0
0
0
1

] 

              ↑              ↑ 

           2 e-vectors  

Find e-vector for 𝜆 = −2 

𝐴𝑣 = 𝜆𝑣   

[

−2
0
0
0

0
4
0
0

0
0
3
3

0
0
0
4

] [

𝑣1
𝑣2
𝑣3
𝑣4

] = −2 [

𝑣1
𝑣2
𝑣3
𝑣4

] 

 

1 − 2𝑣1 = −2𝑣1    ← doesn
′t mean 𝑣1 = 0 

2  4𝑣2 = −2𝑣2 ∴ 6𝑣2 = 0 ∴ 𝑣2 = 0  

3  3𝑣3 = −2𝑣3    ∴ 5𝑣3 = 0 ∴ 𝑣3 = 0   

4  3𝑣3 + 4𝑣4 = −2𝑣4    ∴ 3𝑣3 = −6𝑣4   

               𝑣3 = −2𝑣4 

       But 𝑣3 = 0 ∴ 𝑣4 = 0 

 

∴  [

𝑣1
0
0
0

] = 𝑣1 [

1
0
0
0

] 

              ↑ 

          e-vector for 𝜆 = −2 
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16. A= [
5 −2
1 3

], 

Only use a short-cut method for checking an answer on rough work paper!! 

Short-cut Method: 𝑡𝑟(𝐴) = 8 

det 𝐴 = 𝑎𝑑 − 𝑏𝑐 = 5(3) − (−2)(1) 

                 = 17 

 

𝜆2 − 𝑡𝑟(𝐴)𝜆 + det 𝐴 = 0 

𝜆2 − 8𝜆 + 17 = 0 

Doesn’t factor  

𝜆2 − 8𝜆 + 16 = −17 + 16 

(𝜆 − 4)2 = −1 

𝜆 − 4 = ±√−1 

𝜆 − 4 = 𝑖,    𝜆 − 4 = −𝑖 

 

𝜆 = 4 + 𝑖, 4 − 𝑖 

 

Long Method: Find the eigenvector: 

𝜆 = 4 + 𝑖  

 

𝐴𝑣 = 𝜆𝑣  

 

[
5 −2
1 3

] [
𝑣1
𝑣2
]  = (4 + 𝑖) [

𝑣1
𝑣2
] 

 

5𝑣1 − 2𝑣2 = 4𝑣1 + 𝑖𝑣1    1   

𝑣1 − 𝑖𝑣1 = 2𝑣2 

𝑣1(1 − 𝑖) = 2𝑣2 
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𝑣2 =
𝑣1(1 − 𝑖)

2
 

Let 𝑣1 = 2  𝑣2 = 1 − 𝑖 

[
𝑣1
𝑣2
] = [

2
1 − 𝑖

] 

 

Note: it could also be  

[
2
1 − 𝑖

]
× 1 + 𝑖
× 1 + 𝑖

 

[
2 + 2𝑖

1 + 𝑖 − 𝑖 − 𝑖2
] 

= [
2 + 2𝑖
1 + 1

] = [
2 + 2𝑖
2

] 

= 2 [
1 + 𝑖
1
] 

 

(𝐴 − 𝜆𝐼) [
𝑣1
𝑣2
] = [

0
0
] 

 

[
5 − 𝜆 −2
1 3 − 𝜆

] [
𝑣1
𝑣2
] = [

0
0
] 

 

𝜆 = 4 + 𝑖  

[
5 − (4 + 𝑖) −2

1 3 − (4 + 𝑖)
] [
𝑣1
𝑣2
] = [

0
0
] 

[
1 − 𝑖 −2
1 −1 − 𝑖

] [
𝑣1
𝑣2
] = [

0
0
] 

(1 − 𝑖)𝑣1 − 2𝑣2 = 0 

(1 − 𝑖)𝑣1 = 2𝑣2 

𝑣2 =
(1 − 𝑖)

2
𝑣1 

Let 𝑣1 = 2 

𝑣2 = 1 − 𝑖 
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[
𝑣1
𝑣2
] = [

2
1 − 𝑖

] 

 

Note: it could also be  

[
2
1 − 𝑖

]
× 1 + 𝑖
× 1 + 𝑖

 

[
2 + 2𝑖

1 + 𝑖 − 𝑖 − 𝑖2
] 

= [
2 + 2𝑖
1 + 1

] = [
2 + 2𝑖
2

] 

= 2 [
1 + 𝑖
1
] 

 

17. 𝐴 = [
5 −4
1 3

] Find eigenvalues and the e-vector for 𝑎 − 𝑏𝑖 

 

Long method 

det(𝐴 − 𝜆𝐼) = 0 

 

det ([
5 −4
1 3

] − 𝜆 [
1 0
0 1

]) = 0 

det [
5 − 𝜆 −4
1 3 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(5 − 𝜆)(3 − 𝜆) + 4 = 0 

 

15 − 5𝜆 − 3𝜆 + 𝜆2 + 4 = 0 

𝜆2 − 8𝜆 + 19 = 0 

𝜆2 − 8𝜆 = −19 

𝜆2 − 8𝜆 + 16 = −19 + 16 

(𝜆 − 4)2 = −3 

𝜆 − 4 = ±√−3 
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𝜆 = 4 ± √−3 

(𝐴 − 𝜆𝐼)𝑣 = 0 

 

[
5 − 𝜆 −4
1 3 − 𝜆

] [
𝑣1
𝑣2
] = [

0
0
] 

 

𝜆 = 4 + √−3 

[
5 − (4 + √−3) −4

1 3 − (4 + √−3)
] [
𝑣1
𝑣2
] = [

0
0
] 

[1 − √−3𝑖 −4

1 −1 − √−3𝑖
] [
𝑣1
𝑣2
] = [

0
0
] 

 

𝑣1 + (−1 − √3𝑖)𝑣2 = 0 

𝑣1 = −(−1 − √3𝑖)𝑣2 

𝑣1 = (1 + √3𝑖)𝑣2 

Let 𝑣2 = 1 

∴ [1 + √3𝑖
1

] is the eigenvector  

 

18. 𝐴 = [
2⏞
𝑎

−4⏞
𝑏

5⏟
𝑐

5⏟
𝑑

] 

det(𝐴 − 𝜆𝐼) = 0 

det ([
2 −4
5 5

] − [
𝜆 0
0 𝜆

]) = 0 

det [
2 − 𝜆 −4
5 5 − 𝜆

] = 0 

𝑎𝑑 − 𝑏𝑐 = 0 

(2 − 𝜆)(5 − 𝜆) + 20 = 0 

10 − 7𝜆 + 𝜆2 + 20 = 0 
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𝜆2 − 7𝜆 + 30 = 0 

𝜆 =
7 ± √49 − 4(1)(30)

2(1)
 

𝜆 =
7 ± √71𝑖

2
 

𝜆 =
7 + √71𝑖

2
, 𝜆 =

7 − √71𝑖

2
 

 

(𝐴 − 𝜆𝐼)𝑣 = 0⃗  

([
2 −4
5 5

] − [
𝜆 0
0 𝜆

]) [
𝑣1
𝑣2
] = [

0
0
] 

[
2 − 𝜆 −4
5 5 − 𝜆

] [
𝑣1
𝑣2
] = [

0
0
] 

𝜆 =
7 + √71𝑖

2
 

[
 
 
 
 2 − (

7 + √71𝑖

2
) −4

5 5 − (
7 + √71𝑖

2
)
]
 
 
 
 

[
𝑣1
𝑣2
] = [

0
0
] 

[
 
 
 
 −3 − √71𝑖

2
−4

5
3 − √71𝑖

2 ]
 
 
 
 

[
𝑣1
𝑣2
] = [

0
0
] 

 

5𝑣1 +
3 − √71𝑖

2
𝑣2 = 0 

5𝑣1 = −
(3 − √71𝑖)

2
𝑣2 

𝑣1 =
−3 + √71𝑖

2
𝑣2 

Let 𝑣2 = 2, 𝑣1 = −3 + √71𝑖 

∴ the eigenvector is [−3 + √71𝑖
2

]  
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4. Similarity and Diagonalization 

 

Example 4.1. Are matrices 𝐴 = [
1 3
3 1

] and 𝐵 = [
3 1
1 3

]similar? 

Since det 𝐴 = 1 − 9 = −8  

            det 𝐵 = 9 − 1 = 8  

det 𝐴  ≠ det 𝐵  

∴ they are not similar  

Example 4.2.  𝐴 = [
1 0 0
0 2 0
0 0 5

] is a diagonal matrix  

∴ eigenvalues are 1, 2, 5 

𝐴−1 would have eigenvalues  

1

1
,
1

2
,
1

5
 

and det 𝐴 = 1(2)(5) = 10 

and 𝑡𝑟(𝐴) = 1 + 2 + 5 = 8 

Example 4.3. If possible, find matrix P that diagonalizes 𝑨 = [
𝟕 −𝟏
𝟒 𝟑

]. 

 

From a homework question in chapter 2, we know that the eigenvalues are 5,5 and we can only 

obtain one eigenvector [
1
2
]. As a result we can’t get 2 linearly independent eigenvectors, so A is 

not diagonalizable. 

 

Example. 4.4. If possible, find matrix P that diagonalizes 𝑨 = [
𝟐 𝟎
𝟏 𝟑

]. 

 

We can easily check that the eigenvalues of this matrix are 2 and 3 and the corresponding 

eigenvectors are [
−1
1
]  𝑎𝑛𝑑 [

0
1
]  𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒𝑙𝑦. These vectors are linearly independent. 

The matrix P is a matrix with eigenvectors are columns, so P=[
−1 0
1 1

] and D=[
2 0
0 3

]. 

D is a matrix with the eigenvalues as the diagonals. 

We know that P is invertible and P-1AP = D. 
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Example. 4.5. Given the matrix 

1 3 3

1 3 1

1 1 3

A

− 
 

= − −
 
 − 

, find an invertible matrix P and a diagonal 

matrix D such that P-1AP = D. 

 

Solution: 

First, we will find the eigenvalues of A. 

To do this, we need to find the characteristic equation by solving ( )3det 0A I− = . 

3

1 3 3 1 0 0

1 3 1 0 1 0

1 1 3 0 0 1

1 3 3 0 0

1 3 1 0 0

1 1 3 0 0

1 3 3

1 3 1

1 1 3

A I 













−   
   

− = − − −
   
   −   

−   
   

= − − −
   
   −   

− − 
 

= − − −
 
 − − 

 

We can find the determinant of this matrix by performing cofactor expansion and expanding 

along the first row. 

( ) ( )

( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( )

( )( ) ( ) ( )

( )( ) ( ) ( )

3

2

2

3 1 1 1 1 3
det 1 det 3det 3det

1 3 1 3 1 1

1 3 3 1 1 3 1 3 1 1 3 1 1 3 1

1 9 6 1 3 3 1 3 1 3

1 6 8 3 2 3 2

A I
 

 
 

    

    

    

− − − − − −     
− = − − −     

− − − −     

= − − − − − − − − − − − − − − − −          

= − + + − − + − − − + +

= − + + − + − +

 

At this point, we could continue expanding the characteristic equation, and then factor the cubic 

polynomial. But… notice that the quadratic term on the left can be factored right now… let’s 

work with that term. 
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( )( )( ) ( )

( ) ( )( )

( )( )

( )( )

( )( )
( )( )( )

2

2

2

1 2 4 6 2

2 1 4 6

2 4 4 6

2 3 2

2 3 2

2 1 2

   

  

   

  

  

  

= − + + − +

= + − + −  

= + + − − −

= + − − −

= − + + +

= − + + +

 

Solving for ( )det 0A I− =  gives us two eigenvalues: 1 = −  (algebraic multiplicity of 1) and 

2 = −  (algebraic multiplicity of 2). 

 

Next, let’s find the corresponding eigenvectors for each eigenvalue. 

 

1 = −  

𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒 (𝐴 + 𝐼3) = [
2 3 −3
−1 −2 1
1 1 −2

|
0
0
0
]

 𝑅3↔𝑅1 
→       [

1 1 −2
−1 −2 1
2 3 −3

|
0
0
0
] 

 

 

 
𝑅2+𝑅1→ 𝑅2
𝑅3−2𝑅1→ 𝑅3

 

→            [
1 1 −2
0 −1 −1
0 1 1

|
0
0
0
] 

 

 𝑅2↔𝑅3 
→       [

1 1 −2
0 1 1
0 −1 −1

|
0
0
0
] 

 

 
𝑅1−𝑅2→ 𝑅1
𝑅3+𝑅2→ 𝑅3

 

→           [
1 0 −3
0 1 1
0 0 0

|
0
0
0
] 

 

From the above matrix, we can see that there is a free variable in column 3, and fixed variables 

in columns 1 and 2. 

The solution is therefore 

𝑥 = 3𝑡  
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𝑦 = −𝑡  

𝑧 = 𝑡, 𝑡 ∈ ℝ  

In vector form, we get 

3

1

1

x

y t

z

   
   

= −
   
      

. 

Therefore, a basis for 𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒 (𝐴 + 𝐼3) is 

3

1

1

  
  

−  
    

. 

An eigenvector for 1 = −  is any 

3

1

1

x

y t

z

   
   

= −
   
      

. A basis for 1E−  is therefore 

3

1

1

  
  

−  
    

 (geometric 

multiplicity is 1). 

 

2 = −  

𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒(𝐴 + 2𝐼3) = [
3 3 −3
−1 −1 1
1 1 −1

|
0
0
0
] 

 𝑅3↔𝑅1 
→       [

1 1 −1
−1 −1 1
3 3 −3

|
0
0
0
] 

 

 
𝑅2+𝑅1→ 𝑅2
𝑅3−3𝑅1→ 𝑅3

 

→            [
1 1 −1
0 0 0
0 0 0

|
0
0
0
] 

 

From the above matrix, we can see that there are free variables in columns 2 and 3, and a fixed 

variable in column 1. 

 

The solution is therefore 

𝑥 = −𝑠 + 𝑡  

𝑦 = 𝑠  

𝑧 = 𝑡  
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𝑠, 𝑡 ∈ ℝ  

In vector form, we get 

1 1

1 0

0 1

x

y s t

z

−     
     

= +
     
          

. 

Therefore, a basis for 𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒 (𝐴 + 2𝐼3) is 

1 1

1 , 0

0 1

 −    
    
    
        

. 

An eigenvector for 2 = −  is any 

1 1

1 0

0 1

x

y s t

z

−     
     

= +
     
          

. A basis for 2E−  is therefore 

1 1

1 , 0

0 1

 −    
    
    
        

 

(geometric multiplicity is 2). 

 

Summary: 

Eigenvalue, λ 

Algebraic Multiplicity, 

( )almu   
Eigenvector(s) 

Geometric Multiplicity, 

( )gemu   

-1 1 

3

1

1

  
  

−  
    

 1 

-2 2 

1 1

1 , 0

0 1

 −    
    
    
        

 2 

 

Now we can construct the desired matrices P and D. 

P is constructed by “gluing” the eigenvectors together: 

3 1 1

1 1 0

1 0 1

P

− 
 

= −
 
  
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D is constructed by putting the eigenvalues on the diagonal of a blank matrix. 

1 0 0

0 2 0

0 0 2

D

− 
 

= −
 
 − 

 

Note: Make sure that the order in which you put the eigenvalues is the same order in which you 

arrange the eigenvectors. For example, if you put the eigenvalue 1 = −  in the first column of D, 

then make sure that you also put the eigenvector for 1 = −  in the first column of P. 

 

 

Example. 4.6. 

Given the matrix 

2 1 0 0

2 1 0 0

0 0 0 3

0 0 3 0

A

 
 
 =
 
 
 

, find an invertible matrix P and a diagonal matrix D such 

that P-1AP = D. 

 

Solution: 

First, we will find the eigenvalues of A. 

To do this, we need to find the characteristic equation by solving ( )4det 0A I− = . 

4

2 1 0 0 1 0 0 0

2 1 0 0 0 1 0 0

0 0 0 3 0 0 1 0

0 0 3 0 0 0 0 1

2 1 0 0 0 0 0

2 1 0 0 0 0 0

0 0 0 3 0 0 0

0 0 3 0 0 0 0

2 1 0 0

2 1 0 0

0 0 3

0 0 3

A I 

















   
   
   − = −
   
   
   

   
   
   = −
   
   
   

− 
 

−
 =
 −
 

− 
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We can find the determinant of this matrix by performing cofactor expansion and expanding 

along the first row (every row/column has two zeroes). 

 

( ) ( )

( ) ( )

( )( ) ( ) ( ) ( ) ( ) ( )

( )( )( ) ( )

4

2 2 2 2

2 2

1 0 0 2 0 0

det 2 det 0 3 1det 0 3

0 3 0 3

3 3
2 1 det 1 2det

3 3

2 1 3 1 2 3

2 1 9 2 9

A I



   

 

 
 

 

   

   

−   
   

− = − − − −
   
   − −   

 −   −    
= − − −      

− −      

   = − − − − − − −
   

= − − − − −

 

At this point, we could continue expanding the characteristic equation, and then factor the cubic 

polynomial. But… notice that the left term and the right term both contain ( )2 9 − … let’s work 

with that!  

       

( ) ( )( )

( )( )

( )( )

( )( )

2

2 2

2 2

2

9 2 1 2

9 2 3 2

9 3

3 3

  

  

  

  

= − − − −  

= − − + −

= − −

= + −

 

 

Solving for ( )4det 0A I− =  gives us three eigenvalues: 3 = −  (algebraic multiplicity of 1), 

0 =  (algebraic multiplicity of 1) and 3 =  (algebraic multiplicity of 2). 
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Next, let’s find the corresponding eigenvectors for each eigenvalue. 

 

3 = −  

𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒 (𝐴 + 3𝐼4) = [

5 1
2 4

0 0
0 0

0 0
0 0

3 3
3 3

|

0
0
0
0

]
𝑅1÷5→𝑅1 
→        [

1 1/5
2 4

0 0
0 0

0 0
0 0

3 3
3 3

|

0
0
0
0

] 

 

 𝑅2−2𝑅1→ 𝑅2 
→            [

1 1/5
0 18/5

0 0
0 0

0      0
0      0

3 3
3 3

|

0
0
0
0

] 

 

 𝑅2/(18/5)→𝑅2 
→             [

1 1/5
0 1

0 0
0 0

0    0
0    0

3 3
3 3

|

0
0
0
0

] 

 

 𝑅1−(
1

5
)𝑅2→𝑅1 

→             [

1 0
0 1

0 0
0 0

0 0
0 0

3 3
3 3

|

0
0
0
0

] 

 

 𝑅3÷3→ 𝑅3 
→          [

1 0
0 1

0 0
0 0

0 0
0 0

1 1
3 3

|

0
0
0
0

] 

 

 𝑅4−3𝑅3→𝑅4 
→           [

1 0
0 1

0 0
0 0

0 0
0 0

1 1
0 0

|

0
0
0
0

] 

 

From the above matrix, we can see that there is a free variable in column 4, and fixed variables 

in columns 1, 2, and 3. 
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The solution is therefore: 

𝑥 = 0  

𝑦 = 0  

𝑧 = −𝑡  

𝑤 = 𝑡, 𝑡 ∈ ℝ  

In vector form, we get 

0

0

1

1

x

y
t

z

w

   
   
   =
   −
   
   

. 

 

Therefore, a basis for 𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒(𝐴 + 3𝐼4) is 

0

0

1

1

  
  
   

 − 
    

. 

 

An eigenvector for 3 = −  is any 

0

0

1

1

x

y
t

z

w

   
   
   =
   −
   
   

. A basis for 3E−  is therefore 

0

0

1

1

  
  
   

 − 
    

 (geometric 

multiplicity is 1). 

 

0 =   𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒(𝐴 − 0𝐼4) = [

2 1
2 1

0 0
0 0

0 0
0 0

0 3
3 0

|

0
0
0
0

]
 𝑅1÷2→𝑅1 
→         

[
 
 
 1

1

2

2 1

0 0
0 0

0 0
0 0

0 3
3 0

|

0
0
0
0]
 
 
 
 

 

 𝑅2−2𝑅1→𝑅2 
→           [

1 1/2
0 0

0 0
0 0

0 0
0 0

0 3
3 0

|

0
0
0
0

] 

 

 𝑅3↔𝑅4 
→       [

1 1/2
0 0

0 0
0 0

0 0
0 0

3 0
0 3

|

0
0
0
0

] 
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 𝑅3÷3→ 𝑅3
𝑅4÷3→ 𝑅4 
→        [

1 1/2
0 0

0 0
0 0

0 0
0 0

1 0
0 1

|

0
0
0
0

] 

From the above matrix, we can see that there is a free variable in column 2, and fixed variables 

in columns 1, 3, and 4. 

 

The solution is therefore 

𝑥 = −
1

2
𝑡  

𝑦 = 𝑡, 𝑡 ∈ ℝ  

𝑧 = 0  

𝑤 = 0  

 

In vector form, we get 

1/ 2

1

0

0

x

y
t

z

w

−   
   
   =
   
   
   

. 

Therefore, a basis for 𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒 (𝐴 − 0𝐼4) is 

1/ 2

1

0

0

 −  
  
   

  
    

. 

 

An eigenvector for 0 =  is any 

1/ 2

1

0

0

x

y
t

z

w

−   
   
   =
   
   
   

. A basis for 0E  is therefore 

1/ 2

1

0

0

 −  
  
   

  
    

 

(geometric multiplicity is 1). 

  



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 326 

3 =  

𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒(𝐴 − 3𝐼4) = [

−1 1
2 −2

0     0
0     0

0    0
0    0

−3 3
3 −3

|

0
0
0
0

]
 −𝑅1→𝑅1  
→         [

1 −1
2 −2

0     0
0     0

0    0
0    0

−3 3
3 −3

|

0
0
0
0

] 

 

 𝑅2−2𝑅1→𝑅2 
→           [

1 −1
0    0

0     0
0     0

0   0
0    0

−3 3
3 −3

|

0
0
0
0

] 

 

 𝑅3÷3→ 𝑅3 
→          [

1 −1
0    0

0     0
0     0

0   0
0    0

1 −1
3 −3

|

0
0
0
0

] 

 

 𝑅4−3𝑅3→ 𝑅4 
→            [

1 −1
0    0

0     0
0     0

0   0
0    0

1 −1
0 0

|

0
0
0
0

] 

 

From the above matrix, we can see that there are free variables in columns 2 and 4, and fixed 

variables in columns 1 and 3. 

 

The solution is therefore 

𝑥 = 𝑠  

𝑦 = 𝑠   

𝑧 = 𝑡  

𝑤 = 𝑡  

𝑠, 𝑡 ∈ ℝ  

 

 

In vector form, we get 

1 0

1 0

0 1

0 1

x

y
s t

z

w

     
     
     = +
     
     
     

.  
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Therefore, a basis for 𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒(𝐴 − 3𝐼4) is 

1 0

1 0
,

0 1

0 1

    
    
     

    
        

. 

 

 

An eigenvector for 3 =  is any 

1 0

1 0

0 1

0 1

x

y
s t

z

w

     
     
     = +
     
     
     

. A basis for 3E  is therefore 

1 0

1 0
,

0 1

0 1

    
    
     

    
        

 

(geometric multiplicity is 2). 

 

Summary: 

Eigenvalue, λ 

Algebraic Multiplicity, 

( )almu   
Eigenvector(s) 

Geometric Multiplicity, 

( )gemu   

-3 1 

0

0

1

1

  
  
   

 − 
    

 1 

0 1 

1/ 2

1

0

0

 −  
  
   

  
    

 1 

3 2 

1 0

1 0
,

0 1

0 1

    
    
     

    
        

 2 

 

Now we can construct the desired matrices P and D. 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 328 

P is constructed by “gluing” the eigenvectors together: 

0 1/ 2 1 0

0 1 1 0

1 0 0 1

1 0 0 1

P

− 
 
 =
 −
 
 

 

 

D is constructed by putting the eigenvalues on the diagonal of a blank matrix. 

3 0 0 0

0 0 0 0

0 0 3 0

0 0 0 3

D

− 
 
 =
 
 
 
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Example. 4.7. 

Given the matrix 

2 0 0

1 1 2

1 2 1

A

 
 

=
 
  

, compute A3 indirectly (i.e., without directly computing 

A A A  ). Show all of your work. 

 

Solution: 

To compute A3 indirectly, we need to diagonalizable the matrix A. 

That means… finding matrices P and D. How do we do that? Eigenvalues and eigenvectors! 

 

To begin, we need to find the characteristic equation by solving ( )3det 0A I− = . 

3

2 0 0 1 0 0

1 1 2 0 1 0

1 2 1 0 0 1

2 0 0 0 0

1 1 2 0 0

1 2 1 0 0

2 0 0

1 1 2

1 2 1

A I 













   
   

− = −
   
      

   
   

= −
   
      

− 
 

= −
 
 − 

 

 

We can find the determinant of this matrix by performing cofactor expansion and expanding 

along the first row. 

 

( ) ( )

( ) ( )( ) ( )

( )( )

( )( )
( )( )( )

3

2

2

2

1 2
det 2 det

2 1

2 1 1 2

2 1 2 4

2 2 3

2 3 1

A I


 


  

  

  

  

− 
− = −  

− 

 = − − − −
 

= − − + −

= − − −

= − − +
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Solving for ( )3det 0A I− =  gives us three eigenvalues, each with an algebraic multiplicity of 1: 

1 = − , 2 = , and 3 = .  

Next, let’s find the corresponding eigenvectors for each eigenvalue. 

 

1 = −   𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒(𝐴 + 𝐼3) = [
3 0 0
1 2 2
1 2 2

|
0
0
0
]

 𝑅3÷3→ 𝑅3 
→          [

1 0 0
1 2 2
1 2 2

|
0
0
0
] 

 

 
𝑅2−𝑅1→ 𝑅2
𝑅3−𝑅1→ 𝑅3

 

→           [
1 0 0
0 2 2
0 2 2

|
0
0
0
] 

 

 𝑅2÷2→ 𝑅2 
→           [

1 0 0
0 1 1
0 2 2

|
0
0
0
] 

 

 𝑅3−2𝑅2→𝑅3 
→           [

1 0 0
0 1 1
0 0 0

|
0
0
0
] 

 

From the above matrix, we can see that there is a free variable in column 3, and fixed variables 

in columns 1 and 2. 

 

The solution is therefore 

𝑥 = 0  

𝑦 = −𝑡   

𝑧 = 𝑡, 𝑡 ∈ ℝ  

In vector form, we get 

0

1

0

x

y t

z

   
   

= −
   
      

. 

Therefore, a basis for 𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒 (𝐴 + 𝐼3) is 

0

1

1

  
  

−  
    

. 
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An eigenvector for 1 = −  is any 

0

1

0

x

y t

z

   
   

= −
   
      

. A basis for 1E−  is therefore 

0

1

1

  
  

−  
    

 (geometric 

multiplicity is 1). 

 

2 =  

null space (𝐴 − 2𝐼3) = [
0 0 0
1 −1 2
1 2 −1

|
0
0
0
]

 𝑅1↔𝑅3 
→       [

1 2 −1
1 −1 2
0 0 0

|
0
0
0
] 

 

 𝑅2−𝑅1→ 𝑅2 
→           [

1 2 −1
0 −3 3
0 0 0

|
0
0
0
] 

 

 𝑅2÷−3→ 𝑅2 
→           [

1 2 −1
0 1 −1
0 0 0

|
0
0
0
] 

 

 𝑅1−2𝑅2→ 𝑅1 
→            [

1 0 1
0 1 −1
0 0 0

|
0
0
0
] 

From the above matrix, we can see that there is a free variable in column 3, and fixed variables 

in columns 1 and 2. 

 

The solution is therefore 

𝑥 = −𝑡  

𝑦 = 𝑡   

𝑧 = 𝑡, 𝑡 ∈ ℝ  

In vector form, we get 

1

1

1

x

y t

z

−   
   

=
   
      

. 

Therefore, a basis for 𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒 (𝐴 − 2𝐼3) is 

1

1

1

 −  
  
  
    

. 
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An eigenvector for 2 =  is any 

1

1

1

x

y t

z

−   
   

=
   
      

. A basis for 2E  is therefore 

1

1

1

 −  
  
  
    

 (geometric 

multiplicity is 1). 

 

3 =  

𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒(𝐴 − 3𝐼3) = [
−1 0 0
1 −2 2
1 2 −2

|
0
0
0
]

 −𝑅1→𝑅1 
→        [

1 0 0
1 −2 2
1 2 −2

|
0
0
0
] 

 

 
𝑅2−𝑅1→𝑅2
𝑅3−𝑅1→𝑅3

 

→          [
1 0 0
0 −2 2
0 2 −2

|
0
0
0
] 

 

 𝑅2÷−2→𝑅2  
→           [

1 0 0
0 1 −1
0 2 −2

|
0
0
0
] 

 

 𝑅3−2𝑅2→𝑅3 
→           [

1 0 0
0 1 −1
0 0 0

|
0
0
0
] 

From the above matrix, we can see that there is a free variable in column 3, and fixed variables 

in columns 1 and 2. 

 

The solution is therefore 

𝑥 = 0  

𝑦 = 𝑡   

𝑧 = 𝑡, 𝑡 ∈ ℝ  

In vector form, we get 

0

1

1

x

y t

z

   
   

=
   
      

. 

Therefore, a basis for 𝑛𝑢𝑙𝑙 𝑠𝑝𝑎𝑐𝑒(𝐴 − 3𝐼3) is 

0

1

1

  
  
  
    

. 
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An eigenvector for 3 =  is any 

0

1

1

x

y t

z

   
   

=
   
      

. A basis for 3E  is therefore 

0

1

1

  
  
  
    

 (geometric 

multiplicity is 1). 

Summary: 

Eigenvalue, λ 

Algebraic Multiplicity, 

( )almu   
Eigenvector(s) 

Geometric Multiplicity, 

( )gemu   

-1 1 

0

1

1

  
  

−  
    

 1 

2 1 

1

1

1

 −  
  
  
    

 1 

3 1 

0

1

1

  
  
  
    

 1 

Now we can construct the desired matrices P and D. 

 

P is constructed by “gluing” the eigenvectors together: 

0 1 0

1 1 1

1 1 1

P

− 
 

= −
 
  

 

D is constructed by putting the eigenvalues on the diagonal of a blank matrix. 

1 0 0

0 2 0

0 0 3

D

− 
 

=
 
  

 

 

Now we can indirectly calculate A3 using the formula 1k kA PD P−= . 
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Let’s find P-1 first. 

[
0 −1 0
−1 1 1
1 1 1

|
1 0 0
0 1 0
0 0 1

] 
 𝑅1↔𝑅3 
→        [

1 1 1
−1 1 1
0 −1 0

|
0 0 1
0 1 0
1 0 0

]   

 𝑅2+𝑅1→𝑅2 
→          [

1 1 1
0 2 2
0 −1 0

|
0 0 1
0 1 1
1 0 0

] 

 

 𝑅2↔𝑅3 
→       [

1 1 1
0 −1 0
0 2 2

|
0 0 1
1 0 0
0 1 1

] 

 

 −𝑅2→𝑅2 
→        [

1 1 1

0 1 0
0 2 2

|
0 0 1
−1 0 0
0 1 1

] 

 

 
𝑅1−𝑅2→𝑅1
𝑅3−2𝑅2→𝑅3

 

→           [
1 0 1

0 1 0
0 0 2

|
1 0 1
−1 0 0
2 1 1

] 

     
 𝑅3÷2→𝑅3 
→         [

1 0 1

0 1 0

0 0 1

|

1 0 1
−1 0 0

1
1

2

1

2

] 

   
 𝑅1−𝑅3→𝑅1 
→          

[
 
 
 
 1 0 0

0 1 0

0 0 1
|
|
0 −

1

2

1

2
−1 0 0

1
1

2

1

2]
 
 
 
 

 

 

Therefore, 
1

0 1/ 2 1/ 2

1 0 0

1 1/ 2 1/ 2

P−

− 
 

= −
 
  

. 

 

Next, let’s find 3D . Since D is a diagonal matrix, this isn’t so bad! 
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( )
3

3 3

3

1 0 0 1 0 0

0 2 0 0 8 0

0 0 3 0 0 27

D

 − − 
   

= =   
     

 

 

Now we can compute A3 using the formula by matrix multiplication: 3 3 1A PD P−= . 

3

0 1 0 1 0 0 0 8 0

1 1 1 0 8 0 1 8 27

1 1 1 0 0 27 1 8 27

PD

− − −     
     

= − =
     
     −     

 

3 1

0 8 0 0 1/ 2 1/ 2 8 0 0

1 8 27 1 0 0 19 13 14

1 8 27 1 1/ 2 1/ 2 19 14 13

PD P−

− −     
     

= − =
     
     −     

 

 

Therefore, 
3

8 0 0

19 13 14

19 14 13

A

 
 

=
 
  

. 
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4.5 Homework on Chapter 4 

1. Determine which of the matrices below are diagonalizable.  You must give your reasons. 

(a)  

(b)  

 

(a) Characteristic polynomial: 

 

   

   

   

   

There are three distinct eigenvalues. 

Therefore, the matrix is diagonalizable. 

 

(b)  Characteristic polynomial: 

 

   

The eigenvalues are .  We must now ensure that the dimension of the eigenspace for 

eigenvalue  has dimension 2. 

 

















=

121

211

002

A

















=

101

011

002

B

( )
















−−−

−−−

−

=−

121

211

002

detdet







 AI

( ) ( )( ) ( )( ) 22212 −−−−−−= 

( )  4122 2 −+−−= 

( )  322 2 −−−= 

( )( )( )132 +−−= 

( )
















−−

−−

−

=−

101

011

002

detdet







 AI

( ) ( )( ) 112 −−−= 

1,2=

1=
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To find the dimension of the eigenspace: . 

Thus reduce  as follows: . 

The null space of this matrix has dimension 2, thus B is diagonalizable. 

2. The symmetric matrix  has 3 distinct eigenvalues, namely ,  and 

. 

(a) Which eigenvalues do the eigenvectors  and  correspond to? 

(b) Find an eigenvector that is orthogonal to both  and . 

(c) Find an orthogonal matrix P such that  is a diagonal matrix.  Also write down this 

diagonal matrix. 

(a) 

 

Thus, the eigenvector  corresponds to the eigenvalue 2. 

 

Thus, the eigenvector  corresponds to the eigenvalue 1. 

(b) The matrix A is symmetric.  Its eigenvectors are therefore orthogonal. So, to find the 

eigenvector that corresponds to 
 
= -1, we simply find the cross product of the other two eigen 

vectors. 

𝑥 3 = 𝑥 1 × 𝑥 2 = [
1
0
0
] × [

0
1
1
] = [

0
−1
1
] 

Thus, the other eigenvector is given by [
0
−1
1
] 

( ) 00 =−=−= xIBxxBxxB 

IB −1 IB −1

















→



















000

000

001

001

001

001

















=

010

100

002

A 11 −= 12 =

23 =

( )0,0,11 =x ( )1,1,02 =x

1x 2x

APP 1−

















=

















=

































=

0

0

1

2

0

0

2

0

0

1

010

100

002

1xA

1x

















=

















=

































=

1

1

0

1

1

1

0

1

1

0

010

100

002

2xA

2x

23 =
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(c) 𝑃 = [
1 0 0
0 1 −1
0 1 1

] and 𝐷 = [
2 0 0
0 1 0
0 0 −1

] 

 

3. Suppose the (n,n)-matrix A has the eigenvector x with eigenvalue . Show in complete 

detail that A3 has the eigenvector x with the eigenvalue . 

 

 

 

 is an eigenvalue of A3. 

 

4. Consider the matrix . Its eigenvalues are and 3= . You are given the 

eigenvectors  and .  Find an invertible matrix P and a diagonal matrix D 

so that P-1AP=D. 

 

Since the eigenvalues for this matrix are (1,1) and (1,2). The desired matrix P is 

, since the two eigenvalues of these matrix are different, and therefore the eigenvector 

we have are l.i, the diagonal matrix  . 

 

 

 

 

 

 

 

5−=

125−=

−−=−=−=−==−= )5()5()5()5()5(5 2223 xAAxAxAxAAxAxAxAx

125125)5)(5)(5()5)(5(3 −=−=−−−=−−= xxAxxA










−
=

42

11
A 2=









=









1

1
2

1

1
A 








=









2

1
3

2

1
A









=

21

11
P









== −

30

02
1 APPD
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5. (a) Find all eigenvalues and eigenvectors for the matrix . 

(b) Find a matrix P and a diagonal matrix D such that P-1AP=D. 

 

(a)  

 

 

 and the eigenspace is  with . 

 

 

 so the eigenspace is  with . 

 

 

(b)    and therefore . 

 

  









=

42

84
A

( ) 8,00)8(16)4(
42

84
det 2 ==−−−=

−

−
=− 




IA

:0=

yx
yx

yx

y

x
2

042

084

0

0

42

84
−=

=+

=+









=
















)1,2(−y y

:8=

yx
yx

yx

y

x
2

042

084

0

0

42

84
=

=−

=+−









=

















−

−
)1,2(y y








−
=

11

22
P 








=

80

00
D
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6. Find the eigenvalues and the eigenvectors for the matrix  

Can A be diagonalized? If so, find a matrix P and diagonal matrix D such that P-1AP=D. 

 

So,  

For  

, and the eigenspace for this eigenvalue is 

 with . 

 

For  

, and therefore, the eigenspace 

for this eigenvalue is  with . 

For  

, and therefore, the eigenspace for this 

eigenvalue is  with . 

Finally, the vectors (0,1,0), (5,1,0), and (0,-3,2) are three eigenvectors and therefore the matrix P 

that diagonalizes A is the matrix: . 

















−

=

200

301

005

A

( )   )2)(5()2()5(

200

31

005

det +−=−−−−=

−−

−

−

=− 







IA

( ) .2,5,00det −==− IA

:0=

0

,0

0

02

03

05

0

0

0

200

301

005

=

=

=



=−

=+

=


















=
































− z

yz

x

z

zx

x

z

y

x

)0,1,0()0,,0( yy = y

:5=

0
5

07

035

,00

0

0

0

700

351

000

=

=





=−

=+−

=


















=
































−

−

z

x
y

x

z

zyx

x

z

y

x

( )0,1,5
5

0,
5

,
xx

x =






 x

:2−=



−=

=



=

=++

=


















=
































z

zy

x

z

zyx

x

z

y

x

2

3
0

00

032

07

0

0

0

000

321

007

( )2,3,0
2

,
2

3
,0 −=








−

z
zz z

















−=

200

311

050

P
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7.  Let . 

Find the characteristic polynomial and the eigenvalues of A.  Without actually finding P, explain 

how you can be certain that A is diagonalizable. 

We find the characteristic polynomial as follows: 

 

   

   

In order to find the eigenvalues, we set the characteristic polynomial equal to zero and we solve 

for . 

We have: . 

Note that –1 is a factor of the characteristic polynomial, i.e. .  

Therefore  is a root. 

 

  

   

   0 

Thus:  

 

Therefore, the eigenvalues are 2, –2, and –1. 

Since this  matrix A has three distinct eigenvalues, we know that the matrix, we know that 

it is diagonalizable to . 

















−

−−

−

=

433

424

635

A

( )AI −det

















+−−

−+

−−

=

433

424

635







( ) ( ) ( )  ( )  ( ) 231261244312425 ++−+−++−++−= 

4423 −−+= 



04423 =−−+ 

( ) ( ) ( ) 041411
23

=−−−−+−

1+x

4

441

2

23

−

−−++





23  +

44 −− 

( ) ( ) ( ) ( ) ( )2214144 223 −++=−+=−−+ 

( ) ( ) ( ) 2,2,10221 −−==−++ 

33

















−

−=

100

020

002

D
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8. (a) Find all eigenvalues and eigenvectors for the matrix . 

(b) Find a matrix P and a diagonal matrix D such that P-1AP=D. 

 

(a)  

 

 

 and the eigenspace is  with 

. 

 

 so the eigenspace is  with . 

 

 

(b)    and therefore . 

 

 

 

 

 

 

 

 






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
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A
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9. Find the eigenvalues and the eigenvectors for the matrix  

Can A be diagonalized? If so, find a matrix P and diagonal matrix D such that P-1AP=D. 

 

So,  

For  

, and the eigenspace for this eigenvalue is 

 with . 

For  

, and therefore, the eigenspace for this 

eigenvalue is  with . 

For  

, and therefore, the eigenspace for this 

eigenvalue is  with . 

Finally, the vectors (0,1,0), (5,1,0), and (0,-3,2) are three l.i. eigenvectors and therefore the 

matrix P that diagonalizes A is the matrix: .  
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10.  Let . 

Find the characteristic polynomial and the eigenvalues of A.  Without actually finding P, explain 

how you can be certain that A is diagonalizable. 

We find the characteristic polynomial as follows: 

 

   

   

In order to find the eigenvalues, we set the characteristic polynomial equal to zero and we solve 

for . 

We have: . 

Note that –1 is a factor of the characteristic polynomial, i.e. .  

Therefore  is a root. 

 

 

  

  0 

Thus:  

 

Therefore, the eigenvalues are 2, –2, and –1. 

Since this  matrix A has three distinct eigenvalues, we know that the matrix, we know that 

it is diagonalizable to . 

















−

−−

−

=

433

424

635

A

( )AI −det

















+−−

−+

−−

=

433

424

635







( ) ( ) ( )  ( )  ( ) 231261244312425 ++−+−++−++−= 

4423 −−+= 



04423 =−−+ 

( ) ( ) ( ) 041411
23

=−−−−+−

1+x

4

441

2

23

−

−−++





23  +

44 −− 

( ) ( ) ( ) ( ) ( )2214144 223 −++=−+=−−+ 

( ) ( ) ( ) 2,2,10221 −−==−++ 

33

















−

−=

100

020

002

D
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11. The eigenvalues of the matrix  are λ1 = 6 and λ2 = -12. 

i) Determine a basis for each eigenspace. 

ii) Is B diagonalizable? Explain why or why not. 

 

a) Eigenspace of : 

basis for solution space of ( )I B − =x 0  is also basis for eigenspace of λ  

First, sub all the known values into the equation 

  

( )

( )

1

2

3

6

2 4 4 0

4 8 8 0

4 8 8 0

I B

I B

x

x

x

 − =

− =

−     
     
− − =

     
     −     

x 0

x 0  

This has augmented matrix 

   

which reduces to 

   

This means that the solution space is 

 ,  

which has  as a basis  

















−−

−

−

=

284

824

444

B

61 =

















−

−−

−

0

0

0

884

884

442















 −

0

0

0

000

000

221















−

+

















=















 −

=

















=

1

0

2

0

1

222

3

2

1

ts

t

s

ts

x

x

x

x Rts ,































−

















1

0

2

0

1

2

,



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 346 

Therefore, a basis of the eigenspace of  is . 

 

Eigenspace of : 

basis for solution space of ( )I B − =x 0  is also basis for eigenspace of λ  

First, sub all the known values into the equation 

  

( )

( )

1

2

3

12

16 4 4 0

4 10 8 0

4 8 10 0

I B

I B

x

x

x

 − =

− − =

− −     
     

− − − =
     
     − −     

x 0

x 0  

This has augmented matrix 

   

which reduces to 

   

 

This means that the solution space is 

 ,  

Therefore, a basis of the eigenspace of  is . 

61 =






























−

















1

0

2

0

1

2

,

122 −=

















−−

−−−

−−

0

0

0

1084

8104

4416















 −

0

0

0

000

110

01 2
1

















−=

















−=

















=

1

1

2
1

2
1

3

2

1

t

t

t

t

x

x

x

x Rt

122 −=
































−

1

1

2
1
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b) When we count the number of basis vectors in the eigenspace of B, we get a total of 3 (2 from 

the eigenspace of 6 and 1 from the eigenspace of –12). Since B is 3 x 3, the dimension of the 

eigenspace of B = n = 3. Therefore, B is diagonalizable.  

 

More detailed justification:  and find  to prove that it exists. 

12. Given 𝑃−1𝐴𝑃 = 𝐷, list the eigenvalues of 𝐷 and bases for the corresponding eigenvectors.  

 

[
1 1 −1
1 2 −1
−1 −1 2

] [
1 3 −3
−1 −3 1
1 1 −3

] [
3 −1 1
−1 1 0
1 0 1

] = [
−1 0 0
0 −2 0
0 0 −2

]  

 

𝐷 = [
−1 0 0
0 −2 0
0 0 −2

]  ∴ eigenvalues are   −1,−2,−2.  

Since 𝑃 = [
3 −1 1
−1 1 0
1 0 1

]  we know the eigenvectors are  

[
3
−1
1
]                 [

−1
1
0
]  and [

1
0
1
]  

 

𝜆 = −1                𝜆 =  −2  

 ∴  𝜆 = −1 has eigenspace span ([
3
−1
1
]) and 𝜆 = −2 has eigenspace span ([

−1
1
0
] , [
1
0
1
] ) 

  

















−

−

=

1

1

1

0

2

0

1

2 2
1

    P
1−P



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 348 

5. Orthogonality 

Example 5.1. 

Is the set B below an orthonormal basis for R3? Explain why or why not. 

 

Solution: 

According to the definition for orthonormal basis, there are three conditions that a set must meet 

in order to be orthonormal: 

✓ the set must be orthogonal (each pair of vectors must be orthogonal) 

✓ each vector in the set must have magnitude of 1 

✓ the set must be a basis for R3 

 

We’ll disprove that it’s an orthonormal basis by finding two vectors that are not orthogonal as 

follows: 

Since , condition 1 is not satisfied.  

Therefore, since the first condition of orthonormal bases doesn’t hold, the set B cannot be an 

orthonormal basis.  

This set is not even an orthogonal basis for R3, let alone an orthonormal basis. 

 

Example 5.2.  

Find an orthogonal basis for the subspace 𝑤 of ℝ3given by:  

𝑤 = {[
𝑥
𝑦
𝑧
] : 𝑥 − 𝑦 + 3𝑧 = 0} 

Solution: 

Solve for 𝑥: 𝑥 = 𝑦 − 3𝑧 

































































=

−

−
3

1

3
2

3
2

3
2

3
1

3
2

3
2

3
2

3
1

,,B

0
9

4

3

1

3

2

3

2

3

2

3

2

3

1

3

1
3

2
3

2

3

2
3

2
3

1

=







+








+







 −
=





















−

•






















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∴  [
𝑦 − 3𝑧
𝑦
𝑧

] = 𝑦 [
1
1
0
] + 𝑧 [

−3
0
1
] 

∴ 𝑢⃗ =  [
1
1
0
] + 𝑣 [

−3
0
1
] are of basis for 𝑤, 

So, we need to make them orthogonal.  

Since they are not orthogonal, we add another non zero vector in 𝑤 that is orthogonal to either 

one of 𝑢⃗  or 𝑣 .  

Let 𝑤⃗⃗ = [
𝑥
𝑦
𝑧
] be a vector in 𝑤 that is orthogonal to 𝑢⃗ .  

Then 𝑥 − 𝑦 + 3𝑧 = 0, since 𝑤⃗⃗  is in the plane 𝑤. Since 𝑢⃗  ∙ 𝑤⃗⃗ = 0,  

we know [
1
1
0
] ∙ [
𝑥
𝑦
𝑧
] = 0  

 ∴ 𝑥 + 𝑦 = 0 

Solve the system:  

𝑥 − 𝑦 + 3𝑧 = 0  

𝑥 + 𝑦 = 0  

[
1 −1 3
1 1 0

|
0
0
]→ RREF [

1 0
3

2

0 1 −
3

2

|
0
0
]  

𝑧 = 𝑡  

𝑥 = −
3

2
𝑡  

𝑦 =
3

2
𝑡  

∴ 𝑤⃗⃗ =  [

−
3

2
𝑡

3

2
𝑡

𝑡

] or let t=2 and we get 𝑤⃗⃗ =  [
−3
3
2
]  

∴ {𝑢⃗ , 𝑤⃗⃗ } is an orthogonal basis for 𝑤, since dim𝑤 = 2  

 

(check 𝑢⃗  ∙ 𝑤⃗⃗ = 0 [
1
1
0
] ∙ [
−3
3
2
] = −3 + 3 + 0 = 0)   
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Example 5.3.  

Find the coordinates of 𝑤⃗⃗ =  [
1
2
4
] with respect to an orthogonal basis ℬ = {𝑣1, 𝑣2, 𝑣3}  

where 𝑣1⃗⃗⃗⃗ = [
1
4
1
] , 𝑣2⃗⃗⃗⃗ = [

2
0
−2
] , and 𝑣3⃗⃗⃗⃗ = [

2
−1
2
]. 

Solution: 

𝐶1 =
𝑤⃗⃗ ∙ 𝑣1⃗⃗⃗⃗ 

𝑣1⃗⃗⃗⃗ ∙ 𝑣1⃗⃗⃗⃗ 
=
(1,2,4) ∙ (1,4,1)

(1,4,1) ∙ (1,4,1)
=
13

18
 

 

𝐶2 =
𝑤⃗⃗ ∙ 𝑣2⃗⃗⃗⃗ 

𝑣2⃗⃗⃗⃗ ∙ 𝑣2⃗⃗⃗⃗ 
=

(1,2,4) ∙ (2,0, −2)

(2,0, −2) ∙ (2, 0, − 2)
=
−6

8
= −

3

4
 

 

𝐶3 =
𝑤⃗⃗ ∙ 𝑣3⃗⃗⃗⃗ 

𝑣3⃗⃗⃗⃗ ∙ 𝑣3⃗⃗⃗⃗ 
=

(1,2,4) ∙ (2, −1,2)

(2, −1,2) ∙ (2, −1, 2)
=
8

9
 

∴ 𝑤⃗⃗ = 𝐶1𝑣1⃗⃗⃗⃗ + 𝐶2𝑣2⃗⃗⃗⃗ + 𝐶3𝑣3⃗⃗⃗⃗  

𝑤⃗⃗ =
13

18
𝑣1⃗⃗⃗⃗ −

3

4
𝑣2⃗⃗⃗⃗ +

8

9
𝑣3⃗⃗⃗⃗  

∴ [𝑤⃗⃗ ]𝐵 = 

[
 
 
 
 
13

18

−
3

4
8

9 ]
 
 
 
 

     

Example 5.4. Determine whether the matrix is orthogonal. If it is, find its inverse.  

a)   𝑄 =  [
1 0
0 −1

]  

Solution: 

𝑄𝑇𝑄 = [
1 0
0 −1

] [
1 0
0 −1

]  

          = [
1 0
0 1

]  

∴ It is orthogonal and  𝑄𝑇 = 𝑄−1 

∴ 𝑄−1 = [
1 0
0 −1

]  
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b)   𝑄 = [
cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃

]  

 

𝑄𝑇𝑄 = [
cos 𝜃 sin 𝜃
− sin 𝜃 cos 𝜃

] [
cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃

]  

= [
1 0
0 1

]   

∴ 𝑄 is orthogonal and 𝑄−1 = 𝑄𝑇 = [
cos 𝜃 sin 𝜃
− sin 𝜃 cos 𝜃

]  

 

Example 5.5. Show that the given vectors form an orthogonal basis for 𝑅2 and then express 𝑤⃗⃗  as 

a linear combination of these basis vectors and find the coordinate vector [𝑤⃗⃗ ]𝐵 with respect to 

your basis.  

𝑣1⃗⃗⃗⃗ = [
5
−1
]  𝑣2⃗⃗⃗⃗ = [

1
5
]    𝑤⃗⃗ = [

2
3
]  

Solution: 

𝑣1⃗⃗⃗⃗  ∙ 𝑣2⃗⃗⃗⃗ = 5 − 5 = 0 

Since the vectors are orthogonal, they’re linearly independent. Since there are 2 vectors, they 

form an orthogonal basis for 𝑅2.  

𝐶1 =
𝑤⃗⃗ ∙ 𝑣1⃗⃗⃗⃗ 

𝑣1⃗⃗⃗⃗ ∙ 𝑣1⃗⃗⃗⃗ 
=
(2,3) ∙ (5, −1)

(5,−1) ∙ (5, −1)
=
7

26
 

 

𝐶2 =
𝑤⃗⃗ ∙ 𝑣2⃗⃗⃗⃗ 

𝑣2⃗⃗⃗⃗ ∙ 𝑣2⃗⃗⃗⃗ 
=
(2,3) ∙ (1,5)

(1,5) ∙ (1,5)
=
17

26
 

 

∴ 𝑤⃗⃗ = 𝐶1𝑣1⃗⃗⃗⃗ + 𝐶2𝑣2⃗⃗⃗⃗  

 

𝑤⃗⃗ =
7

26
[
5
−1
] +
17

26
[
1
5
]  

∴ [𝑤⃗⃗ ]𝐵 = [

7

26
17

26

]        
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Example 5.6.  

Find the orthogonal complement and 𝑊⊥ of 𝑊 and give a basis for 𝑊⊥.  

a) 𝑊 = {[
𝑥
𝑦] : 3𝑥 − 𝑦 = 0}  

Solution: 

𝑦 = 3𝑥    from the equation, so [
𝑥
𝑦] = [

𝑥
3𝑥
] = 𝑥 [

1
3
] = 𝑠𝑝𝑎𝑛 {[

1
3
]} 

𝑊 is in the column space of 𝐴 = [
1
3
]  

so that 𝑊⊥ is the null space of 𝐴𝑇 = [1 3] 

The augmented matrix is  

         𝑥     𝑦 

[𝐴𝑇|0] →  [1 3 |0] and is already row reduced     Let y=t be a free variable and we get: 

x + 3t = 0 and  𝑥 = −3𝑡 

null (𝐴𝑇) = span [
−3𝑡
𝑡
] = t [

−3
1
]   

So, a basis for the null space, and thus for 𝑊⊥ is given by: {[
−3
1
]}. 
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b) 𝑊 = {[
𝑥
𝑦
𝑧
] : 𝑥 − 𝑦 + 𝑧 = 0}      𝑧 = −𝑥 + 𝑦  

Solution: 

𝑊 consists of [

𝑥
𝑦

−𝑥 + 𝑦
] = 𝑥 [

1
0
−1
] + 𝑦 [

0
1
1
], so that {[

1
0
−1
] , [
0
1
1
]} is a basis for 𝑊 

Then 𝑊 is the column space of 𝐴 = [
1 0
0 1
−1 1

] so that 𝑊⊥ is the null space of 𝐴𝑇.  

The augmented matrix is  

         𝑥     𝑦       𝑧 

[𝐴𝑇|0] →  [
1 0 −1
0 1 1

|
0
0
] and is already row reduced.  

𝐿𝑒𝑡 𝑧 = 𝑡 𝑏𝑒 𝑎 𝑓𝑟𝑒𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 

x – t = 0 and x=t and from the second row, 𝑦 + 𝑡 = 0 𝑎𝑛𝑑 𝑦 = −𝑡  

(row (𝐴))
⊥
= null(𝐴) 

∴ null(𝐴𝑇) = span [
𝑡
−𝑡
𝑡
] = 𝑡 [

1
−1
1
] = span [

1
−1
1
]     and therefore, a basis for 𝑊⊥ is [

1
−1
1
].  

 

 

 

 

 

 

 

 

 

 

 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 354 

Example 5.7. Find the orthogonal projection of 𝑣  onto the subspace 𝑊 spanned by the vector 𝑢𝑖⃗⃗  ⃗. 

(Assume 𝑢𝑖⃗⃗  ⃗ are orthogonal vectors).  

    𝑣 = [
1
−1
2
]       𝑢1⃗⃗⃗⃗ =  [

−2
2
1
]     𝑢2⃗⃗⃗⃗ =  [

1
−1
4
]  

𝑝𝑟𝑜𝑗𝑤𝑣 = (
𝑢1⃗⃗⃗⃗  ∙ 𝑣 

𝑢1⃗⃗⃗⃗  ∙ 𝑢1⃗⃗⃗⃗ 
)  ∙ 𝑢1⃗⃗⃗⃗ + (

𝑢2⃗⃗⃗⃗  ∙ 𝑣 

𝑢2⃗⃗⃗⃗  ∙ 𝑢2⃗⃗⃗⃗ 
)  ∙ 𝑢2⃗⃗⃗⃗   

= 
(−2,2,1) ∙ (1, −1,2)

(−2,2,1) ∙ (−2,2,1)
 [
−2
2
1
]  + 

(1, −1,4) ∙ (1, −1,2)

(1, −1,4) ∙ (1, −1,4)
[
1
−1
4
]   

=
−2

9
 [
−2
2
1
] +

10

18
[
1
−1
4
] =

−2

9
 𝑢1⃗⃗⃗⃗ +

10

18
𝑢2⃗⃗⃗⃗ =   [

4/9
−4/9
−2/9

] + [

10/18
−10/18
4/18

] 

=  [

4/9
−4/9
−2/9

] + [

5/9
−5/9
2/9

] =  [
1
−1
0
]  

NOTE: For the dot product on the bottom, we can do the magnitude of the vectors squared as 

that is easier for most! 
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Example 5.8. Find the orthogonal decomposition of 𝑣  with respect to 𝑊.  

 𝑣 = [
3
−3
]       𝑤 = span [

1
4
]     

Since 𝑤 is spanned by vector 𝑢1⃗⃗⃗⃗ = [
1
4
] we know  

𝑝𝑟𝑜𝑗𝑤𝑣 = (
𝑢1⃗⃗⃗⃗  ∙ 𝑣 

𝑢1⃗⃗⃗⃗  ∙ 𝑢1⃗⃗⃗⃗ 
)  

= 
(1,4) ∙ (3, −3)

(1,4) ∙ (1,4)
 [
1
4
] =

−9

7
𝑢1⃗⃗⃗⃗  

=
−9

17
 [
1
4
] =  [

−9/17
−36/17

] 

∴ the component of 𝑣  orthogonal to 𝑤 is 𝑝𝑟𝑜𝑗𝑤⊥(𝑣 ) = 𝑣 − 𝑝𝑟𝑜𝑗𝑤𝑣  

= [
3
−3
] − [

−9/17
−36/17

]     

= [
51/17
−51/17

] − [
−9/17
−36/17

]     

= [
60/17
−15/17

]     
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Example 5.9. If A=[

1 2 4
0 4 1
3 10 13
0 8 2

] , 𝑓𝑖𝑛𝑑 𝑡ℎ𝑒 𝑏𝑎𝑠𝑒𝑠 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑓𝑢𝑛𝑑𝑎𝑚𝑒𝑛𝑡𝑎𝑙 𝑠𝑢𝑏𝑠𝑝𝑎𝑐𝑒𝑠 𝑜𝑓 𝐴. 

 

 From earlier, in example 8.7. we found the following: 

a) Find bases for the row space, column space, and null space of A. 

b) What is dim row A, dim col A, and dim null space of A? 

Solution: 

 

[

1 2 4
0 4 1
3 10 13
0 8 2

]
𝑅3−3𝑅1→𝑅3 
→          [

1 2 4
0 4 1
0 4 1
0 8 2

] 

 

𝑅2 ÷4→𝑅2 
→        

[
 
 
 
1 2 4

0 1 1/4
0 4 1
0 8 2 ]

 
 
 

 

 

 
𝑅1−2𝑅2→𝑅1
𝑅4−8𝑅2→𝑅4
𝑅3−4𝑅2→𝑅3

 

→            

[
 
 
 
1 0 7/2

0 1 1/4
0 0 0
0 0 0 ]

 
 
 

 

           𝑛𝑢𝑙𝑙 𝐴 = [

1
0
0
1

7/2
1/4

0
0
0
0

0
0

|

0
0
0
0

] 

7 / 2 0

1/ 4 0

7 / 2

1/ 4

1

x z

y z

z t

x

y t

z

+ =

+ =

=

−   
   

= −
   
      

Row (A)=     1,0,7 / 2 , 0,1,1/ 4  is a basis for the row space of A. 
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Col (A)=

1 2

0 4
,

3 10

4 8

    
    
     

    
        

 is a basis for the column space of A. 

Null (A)=

7 / 2

1/ 4

1

 −  
  

−  
    

 is a basis for the null space. This is the solution of the system in RREF. 

 

dim row A=2 

dim col A=2 

dim null space = 1 

 

So, now we just need to find the bases for the null space of AT. 

 

[
1
2
4

0
4
1

3
10
13

0
8
2
|
0
0
0
]… RREF 

   𝑥1  𝑥2  𝑥3   𝑥4  

[
1
0
0

0
1
0

3
1
0

0
2
0
|
0
0
0
] 

𝑥3 = 𝑠, 𝑥4 = 𝑡 

𝑥1 + 3𝑠 = 0        𝑥1 = −3𝑠 

𝑥2 + 𝑠 + 2𝑡 = 0    𝑥2 = −𝑠 − 2𝑡 

[

𝑥1
𝑥2
𝑥3
𝑥4

] = [

−3𝑠
−𝑠 − 2𝑡
𝑠
𝑡

] = 𝑠 [

−3
−1
1
0

] + 𝑡 [

0
−2
0
1

] 

∴ 𝑛𝑢𝑙𝑙 (𝐴𝑇) = 𝑠𝑝𝑎𝑛 {[

−3
−1
1
0

] , [

0
−2
0
1

]}  
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Example 5.10.  

The following vectors form a basis for R2 or R3. Apply the Gram-Schmidt process to obtain an 

orthogonal basis. Then, find an orthonormal basis.  

a) 𝑥1⃗⃗  ⃗ =  [
1
1
]    𝑥2⃗⃗⃗⃗ =  [

1
3
]              

Solution: 

 𝑣1⃗⃗⃗⃗ =  𝑥1⃗⃗  ⃗ =  [
1
1
]   

 𝑣2⃗⃗⃗⃗ = 𝑥2⃗⃗⃗⃗ −  proj𝑣1⃗⃗ ⃗⃗ (𝑥2⃗⃗⃗⃗ ) ∙ 𝑣1⃗⃗⃗⃗ =  𝑥2⃗⃗⃗⃗ − (
𝑣1⃗⃗ ⃗⃗ ∙𝑥2⃗⃗ ⃗⃗  

𝑣1⃗⃗ ⃗⃗  ∙𝑣1⃗⃗ ⃗⃗ 
) 𝑣1⃗⃗⃗⃗             

= [
1
3
] −

(1,1)∙(1,3)

(1,1)∙(1,1)
[
1
1
]  

= [
1
3
] −

4

2
[
1
1
]  

= [
1
3
] − [

2
2
] = [

−1
1
]  

∴ an orthogonal basis is {[
1
1
] , [
−1
1
]} 

 

To find an orthonormal basis we need to normalize each vector.  

𝑞1⃗⃗  ⃗ =
𝑣1

‖𝑣1⃗⃗ ⃗⃗ ‖

⃗⃗ ⃗⃗ ⃗⃗  =
1

√2
[
1
1
] = [

1/√2 

1/√2
]      

𝑞2⃗⃗⃗⃗ =
𝑣2

‖𝑣2⃗⃗ ⃗⃗ ‖

⃗⃗ ⃗⃗ ⃗⃗  =
1

√2
[
−1
1
] = [

−1/√2 

1/√2
]      
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b)  𝑥1⃗⃗  ⃗ =  [
2
−2
]    𝑥2⃗⃗⃗⃗ =  [

2
1
]              

Solution: 

𝑣1⃗⃗⃗⃗ =  𝑥1⃗⃗  ⃗ =  [
2
−2
]    

𝑣2⃗⃗⃗⃗ = 𝑥2⃗⃗⃗⃗ −  proj𝑣1⃗⃗ ⃗⃗ (𝑥2⃗⃗⃗⃗ ) ∙ 𝑣1⃗⃗⃗⃗ =  𝑥2⃗⃗⃗⃗ − (
𝑣1⃗⃗ ⃗⃗ ∙𝑥2⃗⃗ ⃗⃗  

𝑣1⃗⃗ ⃗⃗  ∙𝑣1⃗⃗ ⃗⃗ 
) 𝑣1⃗⃗⃗⃗       

= [
2
1
] −

(2,−2)∙(2,1)

(2,−2)∙(2,−2)
[
2
−2
]  

= [
2
1
] −

2

8
[
2
−2
] = [

2
1
] −

1

4
[
2
−2
]  

= [
2
1
] + [

−1/2
1/2

] = [
3/2
3/2

]   

∴ an orthogonal basis is {[
2
−2
] , [
3/2
3/2

]} 

To find an orthonormal basis we need to normalize each vector.  

𝑞1⃗⃗  ⃗ =
𝑣1

‖𝑣1⃗⃗ ⃗⃗ ‖

⃗⃗ ⃗⃗ ⃗⃗  =
1

√22+(−2)2
[
2
−2
] =

1

√8 
[
2 
−2
]      

∴ 𝑞1⃗⃗  ⃗ =
1

√4 √2 
[
2 
−2
] =   

1

2√2 
 [
2 
−2
]     

𝑞1⃗⃗  ⃗ = [
1/√2 

−1/√2 
]  

 

𝑞2⃗⃗⃗⃗ =
𝑣2

‖𝑣2⃗⃗ ⃗⃗ ‖

⃗⃗ ⃗⃗ ⃗⃗  =
1

√(
3

2
)
2
+(
3

2
)
2
[
3/2
3/2

]    

Note: √
18

4
= 

√9 √2 

√4 
=
3√2 

2
 

 

𝑞2⃗⃗⃗⃗ =
1

3√2 

2

[
3/2
3/2

] =
2

3√2 
[
3/2
3/2

] = [
1/√2 

1/√2 
]   

 

 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 360 

Example 5.11.  Fill in the missing elements of Q to make it an orthogonal matrix.  

 

𝑄 =  [

1/√2 1/√3 𝑥

1/√2 −1/√3 𝑥

0 1/√3 𝑥

]  

Solution: 

Let 𝑞1⃗⃗  ⃗ = [
1/√2

1/√2
0

]   and 𝑞2⃗⃗⃗⃗ = [

1/√3

−1/√3

1/√3

]    

 

Let the third column be 𝑥3⃗⃗⃗⃗ =  [
0
0
1
]    

 

det 𝑄 = (−1)1+1 (
1

√2
) det [

−
1

√3
0

1

√3
1
] + (−1)2+1 (

1

√2
) det [

1

√3
0

1

√3
1
]    

 

det 𝑄 =
1

√2 
 (−

1

√3
) −

1

√2
(
1

√3
)   

=
−2

√6 
 ≠ 0   

∴ the matrix 𝑄 is invertible and the 3 column vectors form a basis for 𝑅3.  

 

The first 2 vectors are orthogonal and unit vectors, so we orthogonalize the 3rd vector:  

 

𝑣3⃗⃗⃗⃗ = 𝑥3⃗⃗⃗⃗ − (
𝑞1⃗⃗ ⃗⃗  ∙𝑥3⃗⃗ ⃗⃗  

𝑞1⃗⃗ ⃗⃗   ∙𝑞1⃗⃗ ⃗⃗  
) 𝑞1⃗⃗  ⃗  − (

𝑞2⃗⃗ ⃗⃗  ∙𝑥3⃗⃗ ⃗⃗  

𝑞2⃗⃗ ⃗⃗   ∙𝑞2⃗⃗ ⃗⃗  
) 𝑞2⃗⃗⃗⃗     

= [
0
0
1
] −

0

𝑞1⃗⃗ ⃗⃗   ∙𝑞1⃗⃗ ⃗⃗  
 [

1

√2
1

√2

0

] −
(
1

√3
,−
1

√3
,
1

√3
)∙(0,0,1)

(
1

√3
,−
1

√3
,
1

√3
)∙(

1

√3
,−
1

√3
,
1

√3
)
 [

1/√3

−1/√3

1/√3

]     
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= [
0
0
1
] − [

0
0
0
] −

1

√3
1

3
+
1

3
+
1

3

[

1/√3

−1/√3

1/√3

]  

= [
0
0
1
] −

1

√3
[

1/√3

−1/√3

1/√3

]   

= [
0
0
1
] −

[
 
 
 
 
1

3

−
1

3
1

3 ]
 
 
 
 

=

[
 
 
 
 −

1

3
1

3
2

3 ]
 
 
 
 

     

∴ 𝑣3⃗⃗⃗⃗ =

[
 
 
 
 −

1

3
1

3
2

3 ]
 
 
 
 

     

Normalize 𝑣3⃗⃗⃗⃗ :  

𝑞3⃗⃗⃗⃗ =
𝑣3⃗⃗⃗⃗ 

‖𝑣3⃗⃗⃗⃗ ‖
  

 

=
(−
1
3 ,
1
3 ,
2
3)

√1
9 +

1
9 +

4
9

 

=
(−
1
3 ,
1
3 ,
2
3)

√6
9

 

= (−
1

3
,
1

3
,
2

3
) (
3

√6
) = (

−1

√6
 ,
1

√6
,
2

√6
)  

∴ 𝑄 =  

[
 
 
 
 1/√2 1/√3

−1

√6

1/√2 −1/√3
1

√6

0 1/√3
2

√6]
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5.4 Homework on Chapter 5 

1. Determine whether the given set of orthogonal vectors is orthonormal. If it isn’t, normalize the 

vectors to form an orthonormal set  

a)  

𝑣1⃗⃗⃗⃗ =  [

4

5

−
3

5

]   𝑣2⃗⃗⃗⃗ =  [

3

5
4

5

]  

𝑣1⃗⃗⃗⃗  ∙ 𝑣2⃗⃗⃗⃗ = 0 ∴ orthogonal  

‖𝑣1⃗⃗⃗⃗ ‖ =  √(
4

5
)
2

+ (−
3

5
)
2

= √
16

25
+

9

25
= 1  

‖𝑣2⃗⃗⃗⃗ ‖ =  √(
3

5
)
2

+ (
4

5
)
2

= 1  

∴ the set is orthonormal. 

 

b) 𝑠 = {(1,0,1,0), (1,0, −1,0)(0,1,0,1)}  

 

𝑣1⃗⃗⃗⃗  ∙ 𝑣2⃗⃗⃗⃗ = 0, 𝑣2⃗⃗⃗⃗  ∙ 𝑣3⃗⃗⃗⃗ = 0 and 𝑣1⃗⃗⃗⃗  ∙ 𝑣3⃗⃗⃗⃗ = 0   

(orthogonal) 

‖𝑣1⃗⃗⃗⃗ ‖ =  √12 + 02 + 12 + 02 = √2  ≠ 1  

‖𝑣2⃗⃗⃗⃗ ‖ =  √2  ≠ 1  

‖𝑣3⃗⃗⃗⃗ ‖ = √2  ≠ 1  

∴ normalize the vectors  

𝑣1⃗⃗ ⃗⃗ 

‖𝑣1⃗⃗ ⃗⃗ ‖
= 

(1,0,1,0)

√2
= (

1

√2
, 0,

1

√2
, 0)  

𝑣2⃗⃗ ⃗⃗ 

‖𝑣2⃗⃗ ⃗⃗ ‖
= (

1

√2
, 0,

−1

√2
, 0)  

𝑣3⃗⃗ ⃗⃗ 

‖𝑣3⃗⃗ ⃗⃗ ‖
= (0,

1

√2
, 0,

1

√2
)  

These are an orthonormal set. 
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2. Show that the given vectors form an orthogonal basis for 𝑅2 and then express 𝑤⃗⃗  as a linear 

combination of these basis vectors and find the coordinate vector [𝑤⃗⃗ ]𝐵 with respect to your basis.  

 

𝑣1⃗⃗⃗⃗ = [
1
4
]  𝑣2⃗⃗⃗⃗ = [

−8
2
]    𝑤⃗⃗ = [

1
3
]  

 

𝑣1⃗⃗⃗⃗  ∙ 𝑣2⃗⃗⃗⃗ = 5 − 5 = 0 

 

𝐶1 =
𝑤⃗⃗ ∙ 𝑣1⃗⃗⃗⃗ 

𝑣1⃗⃗⃗⃗ ∙ 𝑣1⃗⃗⃗⃗ 
=
(1,3) ∙ (1,4)

(1,4) ∙ (1,4)
=
13

17
 

 

𝐶2 =
𝑤⃗⃗ ∙ 𝑣2⃗⃗⃗⃗ 

𝑣2⃗⃗⃗⃗ ∙ 𝑣2⃗⃗⃗⃗ 
=
(1,3) ∙ (−8,2)

(−8,2) ∙ (−8,2)
=
−2

68
= −

1

34
 

 

∴ 𝑤⃗⃗ = 𝐶1𝑣1⃗⃗⃗⃗ + 𝐶2𝑣2⃗⃗⃗⃗  

 

𝑤⃗⃗ =
13

17
𝑣1⃗⃗⃗⃗ −

1

34
𝑣2⃗⃗⃗⃗   

 

∴ [𝑤⃗⃗ ]𝐵 = [

13

17
−1

34

]       
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3. Construct an orthonormal basis for 𝑅3 from vectors in question 2. NOTE: The orthogonal 

vectors were: [
1
4
1
] , [

2
0
−2
], and [

2
−1
2
]. 

 𝑞1⃗⃗  ⃗ =  
1

‖𝑣1⃗⃗ ⃗⃗ ‖
𝑣1⃗⃗⃗⃗  

 𝑞2⃗⃗⃗⃗ =  
1

‖𝑣2⃗⃗ ⃗⃗ ‖
𝑣2⃗⃗⃗⃗   

 𝑞3⃗⃗⃗⃗ =
1

‖𝑣3⃗⃗ ⃗⃗ ‖
𝑣3⃗⃗⃗⃗  

 

𝑞1⃗⃗  ⃗ =  
1

√18
[
1
4
1
]  =

[
 
 
 
 
1

√18
4

√18
1

√18]
 
 
 
 

= [

1/3√2

4/3√2

1/3√2

]    

 

𝑞2⃗⃗⃗⃗ =  
1

√8
[
2
0
−2
] =

1

√4√2
[
2
0
−2
]    

∴ 𝑞2⃗⃗⃗⃗ =  [
2/2√2
0

−2/2√2

] =  [
1/√2
0

−1/√2

]   

𝑞3⃗⃗⃗⃗ =  
1

3
[
2
−1
2
] = [

2/3
−1/3
2/3

]    
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4. Find the orthogonal complement and 𝑊⊥ of 𝑊 and give a basis for 𝑊⊥.  

𝑊 = {[
𝑥
𝑦
𝑧
] : 2𝑥 + 𝑦 − 𝑧 = 0}      ∴ 𝑧 = 2𝑥 + 𝑦  

𝑊 consists of [

𝑥
𝑦

2𝑥 + 𝑦
] = 𝑥 [

1
0
2
] + 𝑦 [

0
1
1
], so that {[

1
0
2
] , [
0
1
1
]} is a basis for 𝑊. 

Then 𝑊 is the column space of 𝐴 = [
1 0
0 1
2 1

] so that 𝑊⊥ is the null space of 𝐴𝑇.  

The augmented matrix is  

  𝑥     𝑦    𝑧 

[
1 0 2
0 1 1

|
0
0
] and is already row reduced.  

 

𝑥 = −2𝑧  

𝑦 = −𝑧  

∴ null(𝐴𝑇) = span [
−2𝑧
−𝑧
𝑧
] = span [

−2
−1
1
]  

and therefore, a basis for 𝑊⊥ is [
−2
−1
1
].  
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5. Let 𝑤 be the subspace spanned by the given vectors. Find a basis for 𝑊⊥. 

a)   𝑤1⃗⃗ ⃗⃗  = [
2
1
−1
]       𝑤2⃗⃗⃗⃗  ⃗ = [

4
0
2
]  

Let 𝐴 = [𝑤1⃗⃗ ⃗⃗  |𝑤2⃗⃗⃗⃗  ⃗ ] = [
2 4
1 0
−1 2

]   

Then the subspace 𝑤 spanned by 𝑤1⃗⃗ ⃗⃗   and 𝑤2⃗⃗⃗⃗  ⃗ is the column space of 𝐴  

and 𝑊⊥ = (col(A))
⊥
= null(AT) 

[𝐴𝑇|0] →  [
2 1 −1
4 0 2

|
0
0
] → RREF…  [

1 0 1/2 
0 1 −2

|
0
0
]  

∴ null(𝐴𝑇) is the set of solutions of this augmented matrix which is:  

𝑧 = 𝑡  

𝑥 = −
1

2
𝑡  

𝑦 = 2𝑡   

 

∴  [
−
1

2
𝑡

2𝑡 
𝑡

] = 𝑡 [
−
1

2

2
1

] = span [
−1
4
2
]   so this vector is a basis for 𝑊⊥. 

 

b)   𝑤1⃗⃗ ⃗⃗  = [
1
2
1
]       𝑤2⃗⃗⃗⃗  ⃗ = [

3
0
−1
]  

Let 𝐴 = [𝑤1⃗⃗ ⃗⃗  |𝑤2⃗⃗⃗⃗  ⃗ ] = [
1 3
2 0
1 −1

]   

Then the subspace 𝑤 spanned by 𝑤1⃗⃗ ⃗⃗   and 𝑤2⃗⃗⃗⃗  ⃗ is the column space of 𝐴  

and 𝑤⊥ = (col(A))
⊥
= null(AT) 

[𝐴𝑇|0] →  [
1 2 1
3 0 −1

|
0
0
] → RREF…  [

1 0 −1/3 
0 1 2/3

|
0
0
]  

∴ null(𝐴𝑇) is the set of solutions of this augmented matrix which is:  

𝑧 = 𝑡  
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𝑥 =
1

3
𝑡  

𝑦 = −
2

3
𝑡   

∴  [

1

3
𝑡

−
2

3
𝑡 

𝑡

] = 𝑡 [

1

3

−
2

3

1

] = span [
1
−2
3
]   so this vector is a basis for 𝑊⊥. 

 

c) 𝑤1⃗⃗ ⃗⃗  = [

2
1
−1
3

]       𝑤2⃗⃗⃗⃗  ⃗ = [

1
2
0
1

]         𝑤3⃗⃗⃗⃗  ⃗ = [

2
4
3
−1

]        

Let 𝐴 = [𝑤1⃗⃗ ⃗⃗   | 𝑤2⃗⃗⃗⃗  ⃗ |𝑤3⃗⃗⃗⃗  ⃗] = [

2
1
−1
3

1
2
0
1

2
4
3
−1

]   

Then the subspace 𝑊 spanned by 𝑤1⃗⃗ ⃗⃗   , 𝑤2⃗⃗⃗⃗  ⃗ 𝑤3⃗⃗⃗⃗  ⃗ is the column space of 𝐴  

and 𝑊⊥ = (col(A))
⊥
= null(AT) 

 

[𝐴𝑇|0] →  [
2
1
2

1
2
4

−1
0
3

3
1
−1

|
0
0
0
] → RREF = [

1
0
0

0
1
0

0
0
1

1
0
−1

|
0
0
0
] 

let 𝑤3 = 𝑡 

𝑤1 = −𝑡  

𝑤2 = 0  

𝑤3 = 𝑡  

 

The null(𝐴𝑇) is the set of solutions to the augmented matrix:  

 [

−𝑡
0
𝑡
𝑡

] = 𝑡 [

−1
0
1
1

] = span [

−1
0
1
1

]  ∴   this vector forms a basis for 𝑊⊥. 
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6. Find the orthogonal projection of 𝑣  onto the subspace 𝑊 spanned by the vector 𝑢𝑖⃗⃗  ⃗. (Assume 𝑢𝑖⃗⃗  ⃗ 
are orthogonal vectors).  

a)    𝑣 = [
6
−4
]       𝑢𝑖⃗⃗  ⃗ =  [

1
1
]  

𝑝𝑟𝑜𝑗𝑤𝑣 = (
𝑢𝑖⃗⃗  ⃗  ∙ 𝑣 

𝑢𝑖⃗⃗  ⃗  ∙ 𝑢𝑖⃗⃗  ⃗
)  ∙ 𝑢𝑖⃗⃗  ⃗ 

= 
(1,1) ∙ (6, −4)

(1,1) ∙ (1,1)
 [
1
1
]   

=
2

2
 [
1
1
]   

= [
1
1
]  

 

b) 𝑣 = [
10
−4
]       𝑢𝑖⃗⃗  ⃗ =  [

1
2
]  

𝑝𝑟𝑜𝑗𝑤𝑣 = (
𝑢𝑖⃗⃗  ⃗  ∙ 𝑣 

𝑢𝑖⃗⃗  ⃗  ∙ 𝑢𝑖⃗⃗  ⃗
)  ∙ 𝑢𝑖⃗⃗  ⃗ 

= 
(1,2) ∙ (10,−4)

(1,2) ∙ (1,2)
 [
1
2
]   

=
2

5
 [
1
2
]   

= [
2/5
4/5

]  

 

 

 

 

 

 

 

 

 



©Prep101                   MATH 1600 Final Exam Booklet Solutions 

 369 

c) 𝑣 = [
1
2
4
]       𝑢𝑖⃗⃗  ⃗ =  [

2
−2
−1
]             𝑢2⃗⃗⃗⃗ =  [

4
2
4
]  

𝑝𝑟𝑜𝑗𝑤𝑣 = (
𝑢𝑖⃗⃗  ⃗  ∙ 𝑣 

𝑢𝑖⃗⃗  ⃗  ∙ 𝑢𝑖⃗⃗  ⃗
)  ∙ 𝑢𝑖⃗⃗  ⃗ + (

𝑢2⃗⃗⃗⃗  ∙ 𝑣 

𝑢2⃗⃗⃗⃗  ∙ 𝑢2⃗⃗⃗⃗ 
)  ∙ 𝑢2⃗⃗⃗⃗  

= 
(2,−2,−1) ∙ (1,2,4)

(2, −2,−1) ∙ (2, −2,−1)
 [
2
−2
−1
] + 

(4,2,4) ∙ (1,2,4)

(4,2,4) ∙ (4,2,4)
 [
4
2
4
]  

=
−6

9
 [
2
−2
−1
] +

24

36
 [
4
2
4
] 

=
−2

3
 [
2
−2
−1
] +

2

3
 [
4
2
4
] 

= [

−4/3
4/3
2/3

] + [

8/3
4/3
8/3

] = [

4/3
8/3
10/3

] 

 

7. Find the orthogonal decomposition of 𝑣  with respect to 𝑊.  

a)  𝑣 = [
5
−2
]       𝑊 = span [

1
2
]     

Since 𝑊 is spanned by vector 𝑢1⃗⃗⃗⃗ = [
1
2
] we know  

𝑝𝑟𝑜𝑗𝑤𝑣 = (
𝑢1⃗⃗⃗⃗  ∙ 𝑣 

𝑢1⃗⃗⃗⃗  ∙ 𝑢1⃗⃗⃗⃗ 
)  

= 
(1,2) ∙ (5, −2)

(1,2) ∙ (1,2)
 [
1
2
] =

1

5
𝑢1⃗⃗⃗⃗  

=
1

5
 [
1
2
] =  [

1/5
2/5

] 

∴ the component of 𝑣  orthogonal to 𝑤 is 𝑝𝑟𝑜𝑗𝑤⊥(𝑣 ) = 𝑣 − 𝑝𝑟𝑜𝑗𝑤𝑣  

= [
5
−2
] − [

1/5
2/5

]     

= [
25/5
−10/5

] − [
1/5
2/5

] = [
24/5
−12/5

]     
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b)    𝑣 = [
4
2
−1
]       W= span ([

1
4
1
] , [

2
−1
2
])      

Since 𝑊 is spanned by vector 𝑢1⃗⃗⃗⃗ = [
1
4
1
] and 𝑢2⃗⃗⃗⃗ = [

2
−1
2
] we have:  

𝑝𝑟𝑜𝑗𝑤𝑣 = (
𝑢1⃗⃗⃗⃗  ∙ 𝑣 

𝑢1⃗⃗⃗⃗  ∙ 𝑢1⃗⃗⃗⃗ 
)  ∙ 𝑢1⃗⃗⃗⃗ + (

𝑢2⃗⃗⃗⃗  ∙ 𝑣 

𝑢2⃗⃗⃗⃗  ∙ 𝑢2⃗⃗⃗⃗ 
)  ∙ 𝑢2⃗⃗⃗⃗   

 

= 
(1,4,1) ∙ (4,2, −1)

(1,4,1) ∙ (1,4,1)
 [
1
4
1
]  + 

(2, −1,2) ∙ (4,2, −1)

(2, −1,2) ∙ (2, −1,2)
[
2
−1
2
]   

=
11

18
 [
1
4
1
] +

4

9
[
2
−1
2
] 

=  [

11/18
4/18
11/18

] + [

8/9
−4/9
8/9

]  

=  [

11/18
4/18
11/18

] + [

16/18
−8/18
16/18

] =  [

27/18
−4/18
27/18

]  

= [

3/2
−2/9
3/2

]  

The component of 𝑣  orthogonal to 𝑊 is 𝑝𝑟𝑜𝑗𝑤⊥(𝑣 ) = 𝑣 − 𝑝𝑟𝑜𝑗𝑤𝑣  

= [
4
2
−1
] − [

3/2
−2/9
3/2

]  

= [

8/2
18/9
−2/2

]  − [

3/2
−2/9
3/2

] =  [

5/2
20/9
−5/2

]      
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8. The following vectors form a basis for R2 or R3. Apply the Gram-Schmidt process to obtain an 

orthogonal basis. Then, find an orthonormal basis.  

a) 𝑥1⃗⃗  ⃗ =  [
1
0
0
]    𝑥2⃗⃗⃗⃗ =  [

1
1
0
]   𝑥3⃗⃗⃗⃗ =  [

1
1
1
]       

 𝑣1⃗⃗⃗⃗ =  𝑥1⃗⃗  ⃗ =  [
1
0
0
]   

 𝑣2⃗⃗⃗⃗ = 𝑥2⃗⃗⃗⃗ −  proj𝑣1⃗⃗ ⃗⃗ (𝑥2⃗⃗⃗⃗ ) ∙ 𝑣1⃗⃗⃗⃗ =  𝑥2⃗⃗⃗⃗ − (
𝑣1⃗⃗ ⃗⃗ ∙𝑥2⃗⃗ ⃗⃗  

𝑣1⃗⃗ ⃗⃗  ∙𝑣1⃗⃗ ⃗⃗ 
) 𝑣1⃗⃗⃗⃗             

𝑣2⃗⃗⃗⃗ =  [
1
1
0
] −

(1,0,0)∙(1,1,0)

(1,0,0)∙(1,0,0)
[
1
0
0
]  

∴  𝑣2⃗⃗⃗⃗ =  [
1
1
0
] −

1

1
[
1
0
0
] = [

0
1
0
]  

𝑣3⃗⃗⃗⃗ = 𝑥3⃗⃗⃗⃗ −  proj𝑣1⃗⃗ ⃗⃗ (𝑥3⃗⃗⃗⃗ ) ∙ 𝑣1⃗⃗⃗⃗ − proj𝑣2⃗⃗ ⃗⃗ (𝑥3⃗⃗⃗⃗ ) ∙ 𝑣2⃗⃗⃗⃗ =  𝑥3⃗⃗⃗⃗ − (
𝑣1⃗⃗ ⃗⃗ ∙𝑥3⃗⃗ ⃗⃗  

𝑣1⃗⃗ ⃗⃗  ∙𝑣1⃗⃗ ⃗⃗ 
) 𝑣1⃗⃗⃗⃗  − (

𝑣2⃗⃗ ⃗⃗ ∙𝑥3⃗⃗ ⃗⃗  

𝑣2⃗⃗ ⃗⃗  ∙𝑣2⃗⃗ ⃗⃗ 
) 𝑣2⃗⃗⃗⃗         

 

𝑣3⃗⃗⃗⃗ =  [
1
1
1
] −

(1,0,0)∙(1,1,1)

(1,0,0)∙(1,0,0)
[
1
0
0
] −

(0,1,0)∙(1,1,1)

(0,1,0)∙(0,1,0)
[
0
1
0
]  

 

𝑣3⃗⃗⃗⃗ =  [
1
1
1
] −

1

1
[
1
0
0
] −

1

1
[
0
1
0
]  

𝑣3⃗⃗⃗⃗ =  [
0
0
1
]  

 

∴ an orthogonal basis is {[
1
0
0
] , [
0
1
0
] , [
0
0
1
]}   

 

Note: this is already orthonormal since each vector has magnitude of 1.  
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b) 𝑥1⃗⃗  ⃗ =  [
2
1
0
]    𝑥2⃗⃗⃗⃗ =  [

2
0
1
]   𝑥3⃗⃗⃗⃗ =  [

0
1
0
]       

 𝑣1⃗⃗⃗⃗ =  𝑥1⃗⃗  ⃗ =  [
2
1
0
]   

 𝑣2⃗⃗⃗⃗ = 𝑥2⃗⃗⃗⃗ −  proj𝑣1⃗⃗ ⃗⃗ (𝑥2⃗⃗⃗⃗ ) ∙ 𝑣1⃗⃗⃗⃗ =  𝑥2⃗⃗⃗⃗ − (
𝑣1⃗⃗ ⃗⃗ ∙𝑥2⃗⃗ ⃗⃗  

𝑣1⃗⃗ ⃗⃗  ∙𝑣1⃗⃗ ⃗⃗ 
) 𝑣1⃗⃗⃗⃗             

𝑣2⃗⃗⃗⃗ =  [
2
0
1
] −

(2,1,0)∙(2,0,1)

(2,1,0)∙(2,1,0)
[
2
1
0
]  

∴  𝑣2⃗⃗⃗⃗ =  [
2
0
1
] −

4

5
[
2
1
0
]  

𝑣2⃗⃗⃗⃗ =  [
2
0
1
] − [

8/5
4/5
0

] = [
2/5
−4/5
1

]  

 

𝑣3⃗⃗⃗⃗ = 𝑥3⃗⃗⃗⃗ −  proj𝑣1⃗⃗ ⃗⃗ (𝑥3⃗⃗⃗⃗ ) ∙ 𝑣1⃗⃗⃗⃗        

𝑣3⃗⃗⃗⃗ =  [
0
1
0
] −

(2,1,0)∙(0,1,0)

(2,1,0)∙(2,1,0)
[
2
1
0
]  

 

𝑣3⃗⃗⃗⃗ =  [
0
1
0
] −

1

5
[
2
1
0
]  

𝑣3⃗⃗⃗⃗ =  [
0
1
0
] + [

−2/5
−1/5
0

] = [
−2/5
4/5
0

]  

 

∴ an orthogonal basis is {[
2
1
0
] , [

2/5
−4/5
1

] , [
−2/5
4/5
0

]}    

 

An orthonormal basis is found by normalizing each vector  

𝑞1⃗⃗  ⃗ =
𝑣1

‖𝑣1⃗⃗ ⃗⃗ ‖

⃗⃗ ⃗⃗ ⃗⃗  =
(2,1,0)

√22+12+02
=

1

√5 
[
2
1
0
]  =  [

2/√5 

1/√5 
0

]   
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𝑞2⃗⃗⃗⃗ =
𝑣2

‖𝑣2⃗⃗ ⃗⃗ ‖

⃗⃗ ⃗⃗ ⃗⃗  =
(
2

5
,−
4

5
,1)

√(
2

5
)
2
+(
−4

5
)
2
+12
    

Note: √(
2

5
)
2

+ (
−4

5
)
2

+ 12 = √
4

25
+
16

25
+
25

25
= √

24

25
=
√9√5

5
=
3√5

5
 

∴ 𝑞2⃗⃗⃗⃗ =
(
2

5
,−
4

5
,1)

3√5 

5

  

 𝑞2⃗⃗⃗⃗ =  
5

3√5
 (
2

5
,
−4

5
, 1)  

𝑞2⃗⃗⃗⃗ =  [

2/3√5

−4/3√5

5/3√5

]    

𝑞2⃗⃗⃗⃗ =
𝑣3

‖𝑣3⃗⃗ ⃗⃗ ‖

⃗⃗ ⃗⃗ ⃗⃗  =
(
−2

5
,
4

5
,0)

√(
−2

5
)
2
+(
4

5
)
2
+02
    

=
(
−2

5
,
4

5
,0)

√
20

25

=
(
−2

5
,
4

5
,0)

√4√5

5

  

=
(
−2

5
,
4

5
,0)

2√5

5

  

=
2√5

5
 (
−2

5
,
4

5
, 0)  

= (
−1

√5
,
2

√5
, 0)  

𝑞3⃗⃗⃗⃗ =  [
−1/√5

2/√5
0

]  

∴ an orthogonal basis is {[
2/√5 

1/√5 
0

] , [

2/3√5

−4/3√5

5/3√5

] , [
−1/√5

2/√5
0

]}     
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9. The following vectors form a basis for a subspace 𝑊 of 𝑅3. Find the orthogonal basis for 𝑊 

using the Gram-Schmidt process.  

 𝑥1⃗⃗  ⃗ =  [
1
0
4
]    𝑥2⃗⃗⃗⃗ =  [

3
3
1
]    

 𝑣1⃗⃗⃗⃗ =  𝑥1⃗⃗  ⃗ =  [
1
0
4
]   

 𝑣2⃗⃗⃗⃗ = 𝑥2⃗⃗⃗⃗ −  proj𝑣1⃗⃗ ⃗⃗ (𝑥2⃗⃗⃗⃗ ) ∙ 𝑣1⃗⃗⃗⃗ =  𝑥2⃗⃗⃗⃗ − (
𝑣1⃗⃗ ⃗⃗ ∙𝑥2⃗⃗ ⃗⃗  

𝑣1⃗⃗ ⃗⃗  ∙𝑣1⃗⃗ ⃗⃗ 
) 𝑣1⃗⃗⃗⃗             

𝑣2⃗⃗⃗⃗ =  [
3
3
1
] −

(1,0,4)∙(3,3,1)

(1,0,4)∙(1,0,4)
[
1
0
4
]  

∴  𝑣2⃗⃗⃗⃗ =  [
3
3
1
] −

7

17
[
1
0
4
]  

𝑣2⃗⃗⃗⃗ = [

51/17
51/17
17/17

] − [
7/17
0

28/17
] = [

44/17
51/17
−11/17

]   

𝑣2⃗⃗⃗⃗ = [

44/17
51/17
−11/17

]   

 

The orthonormal basis consists of vectors v1, v2 and v3. 
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10. Fill in the missing element of Q to make it an orthogonal matrix. 

𝑄 =  [

−1/√2 1/√3 𝑎

0 1/√3 𝑏

1/√2 1/√3 𝑐

]  

 

Let 𝑞1⃗⃗  ⃗ = [
−1/√2
0

1/√2

]   and 𝑞2⃗⃗⃗⃗ = [

1/√3

1/√3

1/√3

]   These are already unit vectors. 

 

Let the third column be 𝑥3⃗⃗⃗⃗ =  [
0
0
1
]    

 

det 𝑄 = (−1)1+1 (−
1

√2
) det [

1

√3
0

1

√3
1
] + 0 + (−1)3+1 (

1

√2
) det [

1

√3
0

1

√3
0
]    

 

det 𝑄 =
−1

√2 
 (
1

√3
− 0) + 0   

=
−1

√6 
 ≠ 0   

∴ 𝑄 is invertible and the 3 column vectors form a basis for 𝑅3.  

 

The first two vectors are orthogonal (and unit vectors), so we need to orthogonalize the third 

vector.  

 

𝑣3⃗⃗⃗⃗ = 𝑥3⃗⃗⃗⃗ − (
𝑞1⃗⃗ ⃗⃗  ∙𝑥3⃗⃗ ⃗⃗  

𝑞1⃗⃗ ⃗⃗   ∙𝑞1⃗⃗ ⃗⃗  
) 𝑞1⃗⃗  ⃗  − (

𝑞2⃗⃗ ⃗⃗  ∙𝑥3⃗⃗ ⃗⃗  

𝑞2⃗⃗ ⃗⃗   ∙𝑞2⃗⃗ ⃗⃗  
) 𝑞2⃗⃗⃗⃗     

= [
0
0
1
] −

(−
1

√2
 ,0,

1

√2
) ∙(0,0,1)

(−
1

√2
 ,0,

1

√2
) ∙(−

1

√2
 ,0,

1

√2
)
 [

−1

√2

0
1

√2

] −
(
1

√3
,
1

√3
,
1

√3
)∙(0,0,1)

(
1

√3
,
1

√3
,
1

√3
)∙(

1

√3
,
1

√3
,
1

√3
)
 [

1/√3

1/√3

1/√3

]     
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= [
0
0
1
] −

1

√2

1
[

−1

√2

0
1

√2

] −

1

√3

1
[

1/√3

1/√3

1/√3

]  

= [
0
0
1
] + [

1

2

0

−
1

2

] +

[
 
 
 
 −

1

3

−
1

3

−
1

3]
 
 
 
 

   

𝑣3⃗⃗⃗⃗  = [

1/6
−1/3
1/6

]  

Normalize 𝑣3⃗⃗⃗⃗ :   we get 

 

 𝑞3⃗⃗⃗⃗ =
𝑣3⃗⃗ ⃗⃗ 

‖𝑣3⃗⃗ ⃗⃗ ‖
 =

(
1

6
,
−1

3
,
1

6
)

√
1

36
+
1

9
+
4

36

 

 

𝑞3⃗⃗⃗⃗ =
(
1
6 ,
−1
3 ,
1
6)

√1 + 4 + 1
36

=
(
1
6 ,
−1
3 ,
1
6)

√ 5
36

 

= (
1

6
,
−1

3
,
1

6
) (
6

√5
) 

  

∴ 𝑞3⃗⃗⃗⃗ = [

1/√5

−2/√5

1/√5

]  

 

∴ 𝑄 =  [

−1/√2 1/√3 1/√5

0 1/√3 −2/√5

1/√2 1/√3 1/√5

]   
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11. Find an orthogonal basis for 𝑅3 that contains the vector  𝑥1⃗⃗  ⃗ =  [
2
1
1
]. 

If we add 𝑥2⃗⃗⃗⃗ =  [
1
0
0
]   and  𝑥3⃗⃗⃗⃗ =  [

0
1
0
] we have a basis for 𝑅3(det 𝐴 ≠ 0)  

Now, orthogonalize that basis: 

𝑣1⃗⃗⃗⃗ =  𝑥1⃗⃗  ⃗ =  [
2
1
1
]  

 𝑣2⃗⃗⃗⃗ = 𝑥2⃗⃗⃗⃗ −  proj𝑣1⃗⃗ ⃗⃗ (𝑥2⃗⃗⃗⃗ ) ∙ 𝑣1⃗⃗⃗⃗ =  𝑥2⃗⃗⃗⃗ − (
𝑣1⃗⃗ ⃗⃗ ∙𝑥2⃗⃗ ⃗⃗  

𝑣1⃗⃗ ⃗⃗  ∙𝑣1⃗⃗ ⃗⃗ 
) 𝑣1⃗⃗⃗⃗             

 

Note: ‖𝑣 ‖2 = 𝑣  ∙ 𝑣    

𝑣2⃗⃗⃗⃗ =  [
1
0
0
] −

(1,0,0)∙(2,1,1)

22+12+12
[
2
1
1
]  

= [
1
0
0
] −

2

6
[
2
1
1
] = [

1
0
0
] −

1

3
[
2
1
1
]   

= [
1
0
0
] − [

2/3
1/3
1/3

] = [

1/3
−1/3
−1/3

]  

𝑣3⃗⃗⃗⃗ = 𝑥3⃗⃗⃗⃗ −  proj𝑣1⃗⃗ ⃗⃗ (𝑥3⃗⃗⃗⃗ ) ∙ 𝑣1⃗⃗⃗⃗   −  proj𝑣2⃗⃗ ⃗⃗ (𝑥3⃗⃗⃗⃗ ) ∙ 𝑣2⃗⃗⃗⃗     

𝑣3⃗⃗⃗⃗ =  [
0
1
0
] −

(0,1,0)∙(2,1,1)

22+12+12
[
2
1
1
] −

(0,1,0)∙(
1

3
,−
1

3
,−
1

3
)

(
1

3
)
2
+(−

1

3
)
2
+(−

1

3
)
2 [

1/3
−1/3
−1/3

]    

= [
0
1
0
] −

1

6
[
2
1
1
] −

−
1

3
1

3

[

1/3
−1/3
−1/3

]  

= [
0
1
0
] − [

1/3
1/6
1/6

] + [

1/3
−1/3
−1/3

]  

𝑣3⃗⃗⃗⃗ = [
0
1/2
−1/2

]   

The orthonormal basis consists of vectors v1, v2 and v3. 
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12. Find an orthogonal basis for the subspace W in ℝ4 spanned by  

 {𝑤⃗⃗ 1, 𝑤⃗⃗ 2, 𝑤⃗⃗ 3} = {(1,1,3,2), (1, −2,0, −1), (0,2,1,2)} 

We are given a spanning set. Let’s use the Gram-Schmidt algorithm to make the vectors in the 

spanning set orthogonal. Orthogonal vectors are naturally linearly independent! Thus, we will 

create an orthogonal basis by applying the Gram-Schmidt algorithm. 

Note that it is easier to perform the algorithm by starting with a vector with 0’s in it. 

( )

( )
( ) ( )

( ) ( )
( )

( ) ( )

( )

( )

1

1 3

2 2 2

0,2,1,2

1, 2,0, 1 0,2,1,2
1, 2,0, 1 0,2,1,2

0,2,1,2 0,2,1,2

2
1, 2,0, 1 0,2,1,2

3

4 2 4
1, 2,0, 1 0, , ,

3 3 3

2 2 1
1, , ,

3 3 3

3, 2,2,1

X

X w

X w proj w

OR

= =

= −

− − 
= − − −



 
= − − − − 

 

 
= − − +  

 

 
= − 

 

= −

 

( )
( ) ( )

( ) ( )
( )

( ) ( )

( ) ( )
( )

( ) ( ) ( )

( ) ( )

1 2
3 1 1 1

1,1,3,2 0,2,1,2 1,1,3,2 3, 2,2,1
1,1,3,2 0,2,1,2 3, 2,2,1

0,2,1,2 0,2,1,2 3, 2,2,1 3, 2,2,1

9 9
1,1,3,2 0,2,1,2 3, 2,2,1

9 18

3 1
1,1,3,2 0,2,1,2 , 1,1,

2 2

1
,0,1

2

X X
X w proj w proj w= − −

  −
= − − −

 −  −

   
= − − −   

   

 
= − − − 

 

= −

( )

1
,

2

1,0,2, 1

OR

 
− 

 

= − −

 

Therefore, an orthogonal basis for W is {𝑋 1, 𝑋 2, 𝑋 3} = {(0,2,1,2), (3, −2,2,1), (−1,0,2, −1)}. 
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13. Let 

1 1 1

1 , 0 , 1

1 1 2

B

 −      
      

= −      
            

 be a basis for ℝ3. Find an orthonormal basis for ℝ3. 

First, we shall Gram-Schmidt! 

Starting with the given basis and using the vector with the most zeroes to make our life easier, 

we get… 

Note: To take up less room on the page, I am writing the column vectors as row vectors until the 

final answer. 

( )

( ) ( )

( )
( ) ( )

( ) ( )
( )

( ) ( )

( )

( ) ( ) ( )

( )
( ) ( )

( ) ( )
( )

( )

1

1 2

1

2

3

1,0,1

1, 1,1 1, 1,1

1,0,1 1, 1,1
1, 1,1 1,0,1

1,0,1 1,0,1

0
1, 1,1 1,0,1

2

1, 1,1

1,1,2 1,1,2 1,1,2

1,0,1 1,1,2 1, 1,1
1,1,2 1,0,1

1,0,1 1,0,1

T

T T

X

T T

T T

T T

T T

T

T T T

X X

T T T

T T

T T

X

X proj

X proj proj

= −

= − − −

−  −
= − − −

−  −

= − − −

= −

= − −

−  − 
= − − −

−  −

( )

( ) ( )
( )

( ) ( ) ( )

( )

1,1,2
1, 1,1

1, 1,1 1, 1,1

1 2
1,1,2 1,0,1 1, 1,1

2 3

5 5 5
, ,

6 3 6

5,10,5

T

T

T T

T T T

T

T

OR

−
−  −

= − − − −

 
=  

 

=
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An orthogonal basis is 

1 1 5

0 , 1 , 10

1 1 5

 −      
      

−      
            

. 

Now we need to turn every vector in the orthogonal basis into a unit vector.  

Let’s find the magnitude of each vector. 

 

‖𝑋 1‖ = √(−1)2 + 02 + 12 = √2 

‖𝑋 2‖ = √12 + (−1)2 + 12 = √3 

‖𝑋 3‖ = √52 + 102 + 52 = √150 = √25√6 = 5√6 

Therefore, an orthonormal basis is 

( )

( )

( )

5 / 5 61/ 31/ 2

0 , 1/ 3 , 10 / 5 6

1/ 2 1/ 3 5 / 5 6

  
  −  
    
−     

     
        

 or (more preferably) 

3 / 3 6 / 62 / 2

0 , 3 / 3 , 6 / 3

2 / 2 3 / 3 6 / 6

     −
      

−     
     
         

. 

This is the original vector! 
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14. Find an orthogonal basis for the null space of 

1 1 1

1 1 1

1 1 1

 
 
 
  

. 

First, let’s find the null space: 

Null space 𝐴 = [
1 1 1 0
1 1 1 0
1 1 1 0

]
 
𝑅2−𝑅1→𝑅2
𝑅3−𝑅1→𝑅3

 

→          [
1 1 1 0
0 0 0 0
0 0 0 0

] 

From the above matrix, we can see that there are free variables in columns 2 and 3, and fixed 

variables in column 1. 

 

Therefore, the general solution is 

𝑥 = −𝑠 − 𝑡  

𝑦 = 𝑠  

𝑧 = 𝑡  

𝑠, 𝑡 ∈ ℝ  

In vector form, we get 

1 1

1 0

0 1

x

y s t

z

− −     
     

= +
     
          

. 

Therefore, a basis for the null space is 

1 1

1 , 0

0 1

 − −    
    
    
        

. 

 

Now let’s turn this into an orthogonal basis using the Gram-Schmidt algorithm. 

BUT WAIT. We’ve seen this basis before!! From the previous question – so we can “borrow” 

from that answer.  

Therefore, an orthogonal basis for the null space is 

2 / 2 6 / 6

2 / 2 , 6 / 6

0 6 / 3

    − −
     

−    
    
        

  (note that I’m using 

the orthonormal basis, which is orthogonal, by definition). 
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15. Find an orthogonal basis for the subspace of R4 spanned by  

. 

 

Gram-Schmidt process to find orthogonal basis v1, v2, v3  

v1 = w1 = (1, 1, 3, 2)  

   

v2 =  

v3 =  

Therefore, an orthogonal basis is . 

 

 

Note: Recall that a projection is 𝑝𝑟𝑜𝑗𝑣⃗ 𝑢⃗ =
𝑢⃗⃗ ⋅𝑣⃗ 

𝑣⃗ ⋅𝑣⃗ 
𝑣 . 

 

 

 

 

 

 

 

 

 

 

 

 

( ) ( ) ( ) 212010212311 321  , , , , , , , , , , , =−−== www









−−=

•
−=−

5

3

5

3

5

9

5

6
12

1

12
222 1

 , , ,v
v

vw
www vproj









−=

•
−

•
−=−

3

1

3

1
0

3

1
22

2

23

12

1

13

333 21
 , , ,},{ v

v

vw
v

v

vw
www vvspanproj

















−








−−

3

1

3

1
0

3

1

5

3

5

3

5

9

5

6
2311  , , , , , , , ), , , ,(
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16. Let 

1 0

0 , 2

1 2

S

    
    

=     
    −    

. Find S ⊥ . 

 

To find the orthogonal complement, we need to find the null space of the column space of ST. 

(Don’t forget to write the given vectors as row vectors). 

null space 𝑆𝑇 = [
1
0
0
2
−1
2

0
0
] R2 ÷ 2 → [

1
0
0
1
−1
1

0
0
] 

 

From the above matrix, we can see that there are fixed variables in columns 1 and 2, and a free 

variable in column 3. 

 

The solution is therefore 

,

x t

y t

z t t

=

= −

= 

 

In vector form, we get 

1

1

1

x

y t

z

   
   

= −
   
      

. 

 

Therefore, a basis for ( )ker TS  is 

1

1

1

  
  

−  
    

. 

Therefore, 

1

1

1

S span⊥

  
  

= −  
    

. 
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17. Find an orthogonal basis for the subspace W in ℝ4 spanned by  

 {𝑤⃗⃗ 1, 𝑤⃗⃗ 2, 𝑤⃗⃗ 3} = {(1,1,3,2), (1, −2,0, −1), (0,2,1,2)} 

 

We are given a spanning set. Let’s use the Gram-Schmidt algorithm to make the vectors in the 

spanning set orthogonal. Orthogonal vectors are naturally linearly independent! Thus, we will 

create an orthogonal basis by applying the Gram-Schmidt algorithm. 

Note that it is easier to perform the algorithm by starting with a vector with 0’s in it. 

( )

( )
( ) ( )

( ) ( )
( )

( ) ( )

( )

( )

1

1 3

2 2 2

0,2,1,2

1, 2,0, 1 0,2,1,2
1, 2,0, 1 0,2,1,2

0,2,1,2 0,2,1,2

2
1, 2,0, 1 0,2,1,2

3

4 2 4
1, 2,0, 1 0, , ,

3 3 3

2 2 1
1, , ,

3 3 3

3, 2,2,1

X

X w

X w proj w

OR

= =

= −

− − 
= − − −



 
= − − − − 

 

 
= − − +  

 

 
= − 

 

= −

 

( )
( ) ( )

( ) ( )
( )

( ) ( )

( ) ( )
( )

( ) ( ) ( )

( ) ( )

1 2
3 1 1 1

1,1,3,2 0,2,1,2 1,1,3,2 3, 2,2,1
1,1,3,2 0,2,1,2 3, 2,2,1

0,2,1,2 0,2,1,2 3, 2,2,1 3, 2,2,1

9 9
1,1,3,2 0,2,1,2 3, 2,2,1

9 18

3 1
1,1,3,2 0,2,1,2 , 1,1,

2 2

1
,0,1

2

X X
X w proj w proj w= − −

  −
= − − −

 −  −

   
= − − −   

   

 
= − − − 

 

= −

( )

1
,

2

1,0,2, 1

OR

 
− 

 

= − −

 

Therefore, an orthogonal basis for W is {𝑋 1, 𝑋 2, 𝑋 3} = {(0,2,1,2), (3, −2,2,1), (−1,0,2, −1)}. 
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Best of luck on the 

exam!!! 

 
 

 

 

 

 

 

 

 

 

 

 


